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Why External Knowledge for Theme-Specific Exploration?

❑ LLMs are built for general questions/problems  

❑ Learned from massive general data

❑ Answering general questions

❑ Scientific research needs LLM to go deep and current

❑ Deep: Very specific―theme-specific data 

❑ Ex. “CO2 Reduction to Methanol by Cobalt Phthalocyanine”

❑ Current: Just discovered or still in research

❑ Theme-specific vs. domain-specific (e.g., biomedical, ML, NLP, LLM, …)

❑ Theme-specific: a focused theme with only a few papers

❑ Understanding theme-specific text and build theme-specific knowledge bases 

❑ “Theme-specific” may mitigate semantic ambiguity problems

❑ Building theme-specific KBs: Unrealistic to rely on human annotations!

❑ Key solution: Text mining empowered by LLMs
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LLM May Hallucinate, but RAG + Structuring will Help

❑ Language models are impressive for many NLP tasks!   

❑ Automatically learned/trained from massive world-scale data

❑ Human-like performance for some NLP tasks and beyond

❑ Story generation, QA, summarization, code generation, …

❑ But LLM still hallucinates (An example from ChatGPT)
❑ Q:  “List the title, venue and authors of a highly cited paper on 

heterogeneous information network”

❑ A: “Heterogeneous Information Network Analysis and Mining: A 
Comprehensive Survey”, by Jiawei Han, Micheline Kamber, and 
Jian Pei, KDD 2011 (cited over 4,300 times as of March 2023)

❑ There is no easy way for ChatGPT alone to do it right!

❑ Why does ChatGPT hallucinates?―Because it does not really understand the text!

❑ Solution?―We need structured knowledge on texts for LLM to understand the texts!

❑ How to get such structured knowledge?―Text mining or mining structures from text!
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Empowering LLMs: Prompting, Fine-Tuning vs. RAG
❑ Comparison among Fine-Tuning, 

Prompt Engineering and RAG 
(Retrieval Augmented Generation)

❑ Prompt Engineering: require low 
model modification & external 
knowledge, focusing on 
harnessing the capabilities of 
LLMs themselves

❑ Fine-tuning: Involve further 
training the model

❑ Naive RAG: Low demand for 
model modifications

❑ Modular RAG: More integrated 
with fine-tuning techniques

❑ ? Retrieval and Structuring ?Figures adapted from Y. Gao et al, RAG Survey. arXiv:2312.10997 

O. Ovadia, et al (2023), “Fine-tuning or retrieval? comparing knowledge injection in LLMs,” arXiv:2312.05934

[Ovadia, et al 23]: RAG consistently outperforms unsupervised fine-tuning (FT). LLMs struggle to learn new factual information through unsupervised 
FT. In some cases, combining RAG and FT may lead to optimal performance.

Retrieval and Structuring to Unleashing the power of LLM
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Retrieval Augmented Generation vs. Retrieval and Graph 
Structuring

❑ RAG (Retrieval Augmented Generation)

❑ Role: Incorporating external data and knowledge to LLM

❑ Challenges

❑ Data quality: Retrieving theme-relevant data without annotation/supervision?

❑ Structure: How to incorporate structures and structured knowledge into LLM?

❑ RAS (Retrieval and Structuring):  Our proposed approach

❑ Retrieving by corpus-based analysis:  Taxonomy, topics & text classification

❑ Structuring by entity/relation recognition, typing and knowledge graph construction

❑ Ontology-guided, fine-grained entity-recognition and typing

❑ Ontology-guided relation extraction and KG construction

❑ Theme-focused and LLM-guided exploration



7

Roadmap: Retrieval and Structuring for Theme-Focused LLM
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Taxonomy-guided Semantic Indexing for Science Info Retrieval

Taxonomy enhancement & semantic index construction Semantic indexing outperforms dense retrieval and BM25
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❑ Traditional text embedding (e.g., Word2Vec, GloVe, fastText) 

❑ Not imposing particular assumptions on user vision (task) (e.g., seeds/categories) 

Discriminative Topic Mining: Seed-Guided Embedding

❑ SeedTopicMine 
[WSDM’23]: 

❑ Integrating multiple types 
of contexts

❑ Category name-guided embedding [CatE: WWW’20]

❑ Weak guidance: leverages category names to 
learn word embeddings with discriminative power 
over the specific set of categories

Yu Zhang, et al., “Effective Seed-Guided 
Topic Discovery by Integrating Multiple 
Types of Contexts”, WSDM’23

Yu Meng, et al., “Discriminative Topic Mining via 
Category-Name Guided Text Embedding”, WWW’20
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SeedTopicMine

Comparing with all the 
related methods on NYT 
(location & Topic) and 

Yelp (food & sentiment)

Comparing with 
CatE on more fine-

grained terms
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TELEClass: Taxonomy Enrichment and LLM-Enhanced
Hierarchical Text Classification with Minimal Supervision

❑ Task: Classifying documents into 102 to 103 classes, 
without human annotation?

❑ Automatically enrich the label taxonomy with class-
indicative topical terms mined from the corpus to 
facilitate classifier training

❑ Use LLMs for both data annotation and creation 
tailored for the hierarchical label space
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TELEClass: Performance Study and Cost for Text Classification

Yunyi Zhang, et al., “TELEClass: Taxonomy Enrichment and LLM-Enhanced Hierarchical Text Classification with Minimal Supervision”, 
WWW’25
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DeepRetrieval w. LLMS 
via RL

❑ DeepRetrieval

❑ Based on an input user query, 
the LLM generates an 
augmented query, which is 
used to retrieve documents. 

❑ Format reward and retrieval 
reward are both computed as 
the feedback to update the 
model

Our DeepRetrieval outperforms GPT-4o, etc. for search on PubMed 
& ClinicalTrial.gov, and other tasks with a wide margin.

P. Jiang , et al., “DeepRetrieval: Hacking Real Search Engines and Retrievers 
with Large Language Models via Reinforcement Learning,” ArXiv2503
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Theme-focused Information Distillation by Multi-
granularity Text Analysis

❑ A document may still contain many less relevant passages

❑ Document-level analysis may dilute the theme-focused analysis and lead to too 
much data to effectively augment an LLM 

❑ Cross-passage analysis

❑ Individual passages, looking  
irrelevant, when interlinked, 
may become important

❑ Co-reference analysis

❑ Multi-hop dense retrieval and 
multi-passage BERT outperform 
local normalization techniques

❑ Combining graph-, 
classification-, and set search-
based methods
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OntoType: Ontology-Guided Entity Typing
❑ Fine-grained entity typing (FET): Assigns entities in text with context-sensitive, fine-

grained semantic types

❑ Ex. Sammy Sosa [Person/Player] got a standing ovation at Wrigley Field

[Location/Building/Stadium]

❑ Challenges of  weak supervision based on masked language model (MLM) 

prompting

❑ A prompt generates a set of tokens, some likely vague or inaccurate, leading to 
erroneous typing

❑ Not incorporate the rich structural information in a given, fine-grained type 
ontology

❑ OntoType:  Ontology-guided, Annotation-Free, Fine-Grained Entity Typing

❑ Ensemble multiple MLM prompting results to generate a set of type candidates

❑ Progressively refine type resolution, from coarse to fine, following the type 
ontology, under the local context with a natural language inference model

❑ OntoType: Outperforms the SOTA zero-shot fine-grained entity typing methods

Tanay, Komarlu, et al., “ONTOTYPE: Ontology-Guided and Pre-Trained Language Model Assisted Fine-Grained Entity Typing”, KDD 2024
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OntoType: Ontology-Guided Entity Typing
❑ Ex. Sammy Sosa [Person/Player] 

got a standing ovation at Wrigley 
Field [Location/Building/Stadium]

❑ Candidate type generation

❑ Multiple MLM prompting + 
ensembled candidate type 
prediction

❑ Ex. Stadium, venue, location, 
games, things, teams

❑ High-level type alignment by 
entailment (local context + NLI)

❑ Progressively refine type 
resolution, from coarse to fine, 
following the type ontology 

Step 1: Candidate type generation

Step 2: high-level type alignment

Step 3: Top-down, progressive 
refinement, with type ontology
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Zero-Shot Entity Typing Leads to 
High Performance

❑ Use 3 benchmark FET datasets: NYT, Ontonotes, and 

FIGER:

❑ Compare with supervised and 0-shot methods:

Case Study:
MZET vs. 
ZOE vs. 
OntoType
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RolePred: Argument Role Prediction [EMNLP’22] 

Yizhu Jiao, Sha Li, Yiqing Xie, Ming Zhong, Heng Ji and Jiawei Han “Open-
Vocabulary Argument Role Prediction for Event Extraction”, EMNLP’22

http://hanj.cs.illinois.edu/pdf/emnlp22_yjiao.pdf
http://hanj.cs.illinois.edu/pdf/emnlp22_yjiao.pdf
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RolePred: Candidate Role Generation
❑ Predict candidate role names for named entities by casting it as a prompt-based in-filling 

task

❑ Prompt Construction:  (using Generation Model : T5)

❑ Context. According to this, the ⟨MASK SPAN⟩ of this Event Type is Entity.

❑ Ex.  The 1964 Alaskan earthquake, also known as the Great Alaskan earthquake, occurred 
at 5:36 PM AKST on Good Friday, March 27.  According to this, the ⟨MASK SPAN⟩ of this 
earthquake is 5:36 PM.

❑ ⟨MASK SPAN⟩ is expected to be filled with time (or start time) as the argument role

❑ Considering the entity’s general semantic type: person, location, number, etc., we slightly 
alter the prompt to fluently and naturally support the unmasking argument roles  

Prompt design for different entities
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RolePred: Candidate Argument Extraction
❑ Formulate the argument extraction problem into question-answering task

❑ Input: follow a standard BERT-style format (Model: BERT based pretrained QA model)

❑ [CLS] What is the Event Role in this Event Type event? [SEP] Document [SEP]

❑ Ex. [CLS] What is the casualty in this pandemic event? [SEP] The COVID-19 pandemic is an 
ongoing global pandemic of coronavirus disease. It’s estimated that the worldwide total 
number of deaths has exceeded five million ... [SEP]

❑ The argument is expected to be five million

Dataset statistics
Argument Role Prediction



23 Linyi Ding, Jinfeng Xiao, Sizhe Zhou, Chaoqi Yang, Jiawei Han, “Topic-Oriented Open Relation Extraction with A Priori Seed Generation”, in EMNLP’24

Open Relation Extraction for Automated Theme KG Construction
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Automated Theme-Specific Knowledge Graph Construction

ThemeKG: Application in Question-Answering

❑ Construction of theme-specific knowledge graphs   
automatically

❑ Method: Convert open-vocabulary relation extraction 
to relation classification

❑ We are exploring the application of Theme KG in 
chemistry, material science and geographic science
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Reaction Miner: Chemical Reaction Info Extraction from Text Data

❑ Automatic extraction of chemical reaction information (e.g., reactants, catalyst, temperature, etc.)

Ming Zhong, Siru Ouyang, Yizhu Jiao, Priyanka Kargupta, Leo Luo, et al., "Reaction Miner: An Integrated 
System for Chemical Reaction Extraction from Textual Data" EMNLP’2023

❑ Role enrichment: Use RolePredict to extract new reaction roles and 
generate synthetic data corresponding to each role based on GPT-4 for 
training

Text 
Segmentation

PDF to Text

Performance study: ReactionMiner outperforms GPT4 on extraction 
quality
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ActionIE: Action Extraction from Scientific Literature with 
Programming Languages 

Xianrui Zhong, Yufeng Du, Siru Ouyang, Ming 
Zhong, et al., "ActionIE: Action Extraction 
from Scientific Literature with Programming 
Languages", ACL'2024

Workflow

1. Text Rephrasing: Rephrasing 
the paragraphs for better 
information retrieval.

2. Pattern Enrichment: Mining 
undiscovered and significant 
action patterns automatically.

3. Action Extraction: Automatic 
extraction of chemical reaction 
actions with code generation.
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StructRAG: Motivation and Methodology

Li et al., "StructRAG: Boosting Knowledge Intensive Reasoning of LLMs via Inference-time Hybrid 
Information”, ICLR 2025.

❑ How to better leverage LLMs to transform scattered information into various structure formats

❑ hybrid information structuring mechanism: different tasks require different knowledge structure 
representations for more precise reasoning

● Hybrid Structure Router: select 

the most optimal structure type 

from five candidate structure 

types.

● Scattered Knowledge 

Structurizer: extracts the textual 

knowledge scattered across raw 

documents for reconstruction.

● Structured Knowledge Utilizer: 

LLM-based knowledge utilizer to 

facilitate question 

decomposition, precise 

knowledge extraction, and final 

answer inference.
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StructRAG: Experiments and Analyses
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KARE: Need Construction of Theme-Specific KGs

Jiang et al., "Reasoning-Enhanced Healthcare 
Predictions with Knowledge Graph Community 

Retrieval", ICLR 2025

❑ LLMs may produce hallucinations or incorrect information due to a lack of specialized medical 
knowledge in healthcare domain, due to

❑ Retrieve seemingly related but not insightful information

❑ Leverage knowledge graph with graph community retrieval is largely unexplored
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Experiment Setting: Task, Data and Metrics
❑ Tasks: EHR-based prediction

❑ Mortality Prediction: Estimates mortality outcome for next visit (Patient’s survival status during visit xt)

❑ Readmission Prediction: Predicts if patient will be readmitted within σ days (σ is set to 15 in this study)

❑ Datasets:  Use the publicly available MIMIC-III (v1.4) and MIMIC-IV (v2.0) EHR datasets

❑ Use PyHealth (Yang et al., 2023a) for preprocessing, …

❑ Evaluation Metrics: Four key metrics: 

❑ Accuracy: Overall correct predictions across both outcomes

❑ Macro-F1: A balanced measure, crucial for the imbalanced datasets

❑ Sensitivity: Model’s ability to identify patients at risk of mortality or readmission

❑ Specificity: Identify patients unlikely to experience these outcomes, helping avoid unnecessary 
measures 
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Performance Comparison on MIMIC-III Dataset
Results are averaged by multiple runs. asterisk (∗): important for handling imbalanced datasets.
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RepoGraph: Background and Motivation
❑ Real-world software engineering often extends beyond single function or self-contained code files:

❑ navigating complex structured code bases

❑ understanding intricate dependencies between code file

❑ ensuring that changes integrate seamlessly without introducing new issues

Ouyang et al., "RepoGraph: Enhancing AI Software 
Engineering with Repository-level Coding Graph", ICLR 2025

A perfect testbed for RAS in engineering domain!
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RepoGraph: Methodology

● Graph construction 

comprises of three steps: 

[step 1] - code line parsing 

using static analysis tools; 

[step 2] - project-dependent 

relation filtering; and [step 

3] - graph organization 

● Utility includes integration 

with procedural and agent 

frameworks, making 

RepoGraph versatile
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RepoGraph: Experiments and Analyses

● RepoGraph brings consistent performance gain for all combinations of 
frameworks and LLM model bases.

● Performance gain brought by RepoGraph is slightly larger on procedural 
frameworks than agent ones.

● Performance gain brought by RepoGraph does not rely on more costs.

● The context included by RepoGraph is comprehensive.
● Node and edges grow exponentially when k increases. Flattening 

the graph increases the tokens. Trade-off of token context 
comprehensiveness and the ability of LLMs to deal with it.

● Recall improves 
at all 
granularities; 
the 
improvement 
at finer 
granularity is 
relatively 
smaller.

● RepoGraph brings 
significant benefit to open-
source LLMs, on traditional 
coding tasks.
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Conclusions
❑ Theme-specific LLM will enhance the power of LLM for scientific exploration

❑ RAS (Retrieval and Structuring) will integrate external knowledge and unleash the power of LLM

❑ Integrating knowledge graphs and powerful LLMs may drive groundbreaking scientific progress 
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& Guidance

Scientific Text Corpora

Knowledge & 
Intelligence 

General and 
domain-

specific KB Theme-focused 
Information 

Retrieval

Knowledge 
Graphs 

PLMs + LLMs

Selected and Distilled 
Documents & 

Passages

Structured Passages

Theme-based 
Information 
Extraction

& Knowledge 
Graph 

Construction

Feedback&  
Refinement

Feedback&  
Refinement



38

References
❑ Linyi Ding, Jinfeng Xiao, Sizhe Zhou, Chaoqi Yang, Jiawei Han, “Topic-Oriented Open Relation Extraction with A Priori

Seed Generation”, in Proc. 2024 Conf. on Empirical Methods in Natural Language Processing (EMNLP’24), Nov. 2024
❑ Pengcheng Jiang, Cao Xiao, Minhao Jiang, Parminder Bhatia, Taha Kass-Hout, Jimeng Sun, Jiawei Han, "Reasoning-

Enhanced Healthcare Predictions with Knowledge Graph Community Retrieval", ICLR’2025
❑ Yizhu Jiao, Sha Li, Yiqing Xie, Ming Zhong, Heng Ji and Jiawei Han “Open-Vocabulary Argument Role Prediction for Event

Extraction”, EMNLP’22
❑ Seongku Kang, Shivam Agarwal, Bowen Jin, Dongha Lee, Hwanjo Yu, and Jiawei Han, “Improving Retrieval in Theme-

specific Applications using a Corpus Topical Taxonomy”, WWW’24
❑ SeongKu Kang, Yunyi Zhang, Pengcheng Jiang, Dongha Lee, Jiawei Han, Hwanjo Yu, “Taxonomy-guided Semantic

Indexing for Academic Paper Search”, EMNLP’24
❑ Tanay Komarlu, Minhao Jiang, Xuan Wang, Jiawei Han, "OntoType: Ontology-Guided and Pre-Trained Language Model

Assisted Fine-Grained Entity Typing", KDD'24
❑ Yu Meng, Jiaxin Huang, Guangyuan Wang, Zihan Wang, Chao Zhang, Yu Zhang and Jiawei Han, “Discriminative Topic

Mining via Category-Name Guided Text Embedding”, WWW’20
❑ Yu Meng, Jiaxin Huang, Yu Zhang, Jiawei Han, "Generating Training Data with Language Models: Towards Zero-Shot

Language Understanding"", NeurIPS’22
❑ Siru Ouyang, Jiaxin Huang, Pranav Pillai, Yunyi Zhang, Yu Zhang, and Jiawei Han, "Ontology Enrichment for Effective Fine-

grained Entity Typing", KDD’24
❑ Yu Zhang, Yunyi Zhang, Martin Michalski, Yucheng Jiang, Yu Meng, and Jiawei Han, “Effective Seed-Guided Topic

Discovery by Integrating Multiple Types of Contexts”, WSDM’23
❑ Yunyi Zhang, Ruozhen Yang, Xueqiang Xu, Jinfeng Xiao, Jiaming Shen, Jiawei Han, "TELEClass: Taxonomy Enrichment and

LLM-Enhanced Hierarchical Text Classification with Minimal Supervision", WWW’25


	Slide 1: Part I: A Retrieval and Graph Structuring Approach with Large Language Models
	Slide 2: Outline
	Slide 3: Why External Knowledge for Theme-Specific Exploration?
	Slide 4: LLM May Hallucinate, but RAG + Structuring will Help
	Slide 5: Empowering LLMs: Prompting, Fine-Tuning vs. RAG
	Slide 6: Retrieval Augmented Generation vs. Retrieval and Graph Structuring
	Slide 7
	Slide 8: Outline
	Slide 9: Taxonomy-guided Semantic Indexing for Science Info Retrieval
	Slide 10
	Slide 11: SeedTopicMine
	Slide 12: TELEClass: Taxonomy Enrichment and LLM-Enhanced Hierarchical Text Classification with Minimal Supervision
	Slide 13: TELEClass: Performance Study and Cost for Text Classification
	Slide 14: DeepRetrieval w. LLMS via RL
	Slide 15: Theme-focused Information Distillation by Multi-granularity Text Analysis
	Slide 16: Outline
	Slide 17: OntoType: Ontology-Guided Entity Typing
	Slide 18: OntoType: Ontology-Guided Entity Typing
	Slide 19: Zero-Shot Entity Typing Leads to High Performance
	Slide 20
	Slide 21: RolePred: Candidate Role Generation
	Slide 22: RolePred: Candidate Argument Extraction 
	Slide 23
	Slide 24: Automated Theme-Specific Knowledge Graph Construction
	Slide 25: Reaction Miner: Chemical Reaction Info Extraction from Text Data
	Slide 26
	Slide 27: Outline
	Slide 28: StructRAG: Motivation and Methodology
	Slide 29: StructRAG: Experiments and Analyses
	Slide 30: KARE: Need Construction of Theme-Specific KGs
	Slide 31: Experiment Setting: Task, Data and Metrics
	Slide 32: Performance Comparison on MIMIC-III Dataset
	Slide 33: RepoGraph: Background and Motivation
	Slide 34: RepoGraph: Methodology
	Slide 35: RepoGraph: Experiments and Analyses
	Slide 36: Outline
	Slide 37: Conclusions
	Slide 38: References

