Part I: A Retrieval and Graph Structuring
Approach with Large Language Models
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Why External Knowledge for Theme-Specific Exploration?
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2 Deep: Very specific—theme-specific data
2 Ex. “CO, Reduction to Methanol by Cobalt Phthalocyanine”
- Current: Just discovered or still in research

2 Theme-specific vs. domain-specific (e.g., biomedical, ML, NLP, LLM, ...)
1 Theme-specific: a focused theme with only a few papers
4 Understanding theme-specific text and build theme-specific knowledge bases
J “Theme-specific” may mitigate semantic ambiguity problems
- Building theme-specific KBs: Unrealistic to rely on human annotations!
1 Key solution: Text mining empowered by LLMs



LLM May Hallucinate, but RAG + Structuring will Help

d Language models are impressive for many NLP tasks!
2 Automatically learned/trained from massive world-scale data
2 Human-like performance for some NLP tasks and beyond
2 Story generation, QA, summarization, code generation, ...

| But LLM St]” haIIUCinateS (An example from ChatG PT) . Please list the title, venue and authors of a highly cited paper on heterogeneous information

network

a2 Q: “List the title, venue and authors of a highly cited paper on
heterogeneous information network”

One highly cited paper on heterogeneous information network is

Title: Heterogeneous Information Network Analysis and Mining: A Comprehensive Survey

2 A: “Heterogeneous Information Network Analysis and Mining: A B L
. " . . ) . Venue: ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD), 2011
Comprehensive Survey”, by Jiawei Han, Micheline Kamber, and

This paper has been cited over 4,300 times according to Google Scholar as of March 2023,

-Iian Pel) KDD 2011 (Clted over 4/300 times das Of MarCh 2023) making it one of the most influential works in the field of heterogeneous information

network analysis and mining

a There is no easy way for ChatGPT alone to do it right!

a Why does ChatGPT hallucinates?—Because it does not really understand the text!

2 Solution?—We need structured knowledge on texts for LLM to understand the texts!
a How to get such structured knowledge?—Text mining or mining structures from text!



Empowering LLMs: Prompting, Fine-Tuning vs. RAG

External Knowledge

Retrieval and Structuring to Unleashing the power of LLM QO Comparison among Fine-Tuning,

Required . .
"_ : % Prompt Engineering and RAG
{ Modular RAG ] S (Retrieval Augmented Generation)
High R ot i oo el (oo B o) . i .
I \ s b b el B 1 Prompt Engineering: require low
(" Advanced RAG l . ("Collaborative Fine-tuning ) model modification & external
Index/pre-retriaval/ post-retrieva .
Sesie | Allof the above knowleo.lge, focusing on
. i : PAC | , ‘ harnessing the capabilities of
/ . \ | (' Generator Fine-tuning )
| i i e \ E————— LLMs themselves
paragrap / 1 o
i 2 Fine-tuning: Involve further
: Fine-tunin AR
”~ XoT Prompt - Prompt Eng|neer|ng g tralnlng the mOdeI
oS S 0 Naive RAG: Low demand for
f\-"ev.'—s‘wl‘.‘Promp:;) model modifications
Low ~=~(__ standard Prompt ) J  Modular RAG: More integrated
\ e Adf"”‘j’“"" with fine-tuning techniques
equirec
Low Figures adapted from Y. Gao et al, RAG Survey. arXiv:2312.10997 High :

2 ?Retrieval and Structuring ?
O. Ovadia, et al (2023), “Fine-tuning or retrieval? comparing knowledge injection in LLMs,” arXiv:2312.05934

[Ovadia, et al 23]: RAG consistently outperforms unsupervised fine-tuning (FT). LLMs struggle to learn new factual information through unsupervised
5 FT. In some cases, combining RAG and FT may lead to optimal performance.



Retrieval Augmented Generation vs. Retrieval and Graph
Structuring

2 RAG (Retrieval Augmented Generation)
- Role: Incorporating external data and knowledge to LLM
- Challenges
1 Data quality: Retrieving theme-relevant data without annotation/supervision?
2 Structure: How to incorporate structures and structured knowledge into LLM?
2 RAS (Retrieval and Structuring): Our proposed approach
2 Retrieving by corpus-based analysis: Taxonomy, topics & text classification
1 Structuring by entity/relation recognition, typing and knowledge graph construction
2 Ontology-guided, fine-grained entity-recognition and typing
- Ontology-guided relation extraction and KG construction

- Theme-focused and LLM-guided exploration



Roadmap: Retrieval and Structuring for Theme-Focused LLM
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2 Why a Retrieval and Graph Structuring Approach for LLM Applications?
-
a Taxonomy-Guided, Semantics-Based Retrieval

2 Knowledge Graph Structuring for Intelligent Retrieval and Augmentation

a Retrieval and Structure-Augmented Generation for LLM Applications



Taxonomy-guided Semantic Indexing for Science Info Retrieval

*
computer ]
P biology
_science |

-

Core topics

Indicative phrases

B = .
Target corpus [computer natural Tanguage]| machine . . D,] | [Topic Al|Topic C| phrase 1, phrase 2
vision processin learnin EENENics] physiology = : : .
= D,] | [Topic Al[Topic B|[Topic E|(phrase 1, phrase 3, ..., phrase L
* text-based games : . reinforcement|[ domain ~
. : parsing : 2 ,
e control policy L —IL__learning || adaptation :
: augmented apprenticeship - B = - -
« Monte Carlo lunparser fronition hetwork] | : Q learning| --- D, | [Topic Bl|Topic D|-[Topic F||phrase 5, phrase 6, ..., phrase K
Phrase set Q Academic taxonomy Taxonomy-guided semantic index
Taxonomy enhancement & semantic index construction

GEI [Query] “ Learning to win by reading manuals in
o)

Papers in the corpus {_}

Q Semantic indexing outperforms dense retrieval and BM25

a Monte-Carlo framework ” “

manuals, domain knowledge, decision making, Monte Carlo,
Markov Chain Monte Carlo, sample selection, text-based games,
control, reinforcement learning, natural language interface

TSI Indexed information 'v

= [Paper A (irrelevant)] “A challenge dataset for the open-
— domain machine comprehension of text. We present MCTest, a
freely available set of stories and associated questions intended
for research on the machine comprehension of text. Previous
work on ... solving a more restricted goal ..."”

topic

benchmark  dataset crowdsourcing comprehension approach
question answering  textual question  natural language inference
level :

natural language processing artificial intelligence

phrase

multiple choice  open domain
level

machine comprehension  reading comprehension  benchmark

crowdsourcing screening workers

relation extraction

[E [Paper B (relevant)] “Using reinforcement learning to learn
— how to play text-based games. The ability to learn optimal
control policies in systems where action space is defined by
sentences in natural language .. optimisation of dialogue
systems. Text-based games with multiple endings ...”

reinforcement learning representation learning reward technique

Tzvp :i natural language interface  domain knowledge  Q learning
Monte Carlo natural language processing artificial intelligence
phrase reinforcement learning text-based games learning environment
level | text representa tion game playing feedback decision

bootstrap Monte Carlo  control policy  dialogue systems ...

{_\/, overall textual similarity
Dense retriever (C): Paper A (Top-1), Paper B (Top-89)

4} + common academic concepts
with TSI (&): Paper A (Top-69), Paper B (Top-2)

n
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Discriminative Topic Mining: Seed-Guided Embedding

2 Traditional text embedding (e.g., Word2Vec, GloVe, fastText)

2 Notimposing particular assumptions on user vision (task) (e.g., seeds/categories)

Field Discriminative Embedding Space  Location Discriminative Embedding Space

1 Category name-guided embedding [CatE: WWW’20] (catesor Name: poiics science

- Weak guidance: leverages category names to

over the specific set of categories

Yu Meng, et al., “Discriminative Topic Mining via

Category-Name Guided Text Embedding”, WWW’20 N e B
Different Types of 18 - - E B E E
. . Context Information ° [ SERT
d SeedTopicMine :
> ... arts such as music ...
[WSDM’23]: '
IR
A Integratm g multiple types:s e wors. scionce i e g
...-/ = term 1 term 11 | | term 21
Yu Zhang, et al., “Effective Seed-Guided  cormus | torms | |tem 16 | | tom 25

Representations

Topic Discovery by Integrating Multiple
Types of Contexts”, WSDM’23 S

.Theresa May S

learn word embeddings with discriminative power e venaidrume,”

o ’ William Shakespeare

Seed-Guided Text Embeddings

N
N
\

7/
7/

™ Richard Feynm.an

) (Category Name: England,

® Issac Newton

-
-
—— -
- o=

)
Mark Twain

Pre-trained Language Model
Representations (Section 3.1.2)

J

term 13

Initial Term Ranking

=

Topic-Indicative Sentence

Topic-Indicative
Sentences

PLM
Representations

Vid

\
Theresa May ', Mark Twain
® ! Donald Trump
e o
Wﬁlam Shakespeare |‘ Richard Feynman

Issac Newton

Topic-Indicative Sentences
(Section 3.1.3)

Seed-Guided Text
Embeddings

tes)

ans sports
term 3 term 14
term 1 term 12
term 6

term 18

term 21
term 28
term 29

Rank Ensemble




Comparing with all the
related methods on NYT
(location & Topic) and
Yelp (food & sentiment)

Comparing with
CatE on more fine-
grained terms

Method NYT-Topic NYT-Location Yelp-Food Yelp-Sentiment
health business france canada sushi desserts good bad
‘ 4 said (x) said (x) said (x) new (x) roll food (x) place (x) food (x)
S e e dTO p l C M l n e dr (x) percent (x) new (x) city (x) good (x) us (x) food (x) service (x)
SeededLDA new (x) company state (x) said (x) place (x) order (x) great us (x)
would (%) year (x) would (x) building (x) food (x) service (x) like (x) order (x)
hospital billion (x) dr (x) mr (x) rolls time (x) service (x) time (x)
case (x) employees school (x) market (x) rolls also (x) definitely (x) one (x)
Aty court (x) advertising students (x) percent (x) roll really (x) prices (x) would (x)
CorEx patients media (x) children (x)  companies (x) sashimi well (x) strip (x) like (x)
cases (x) businessmen education (x) billion (x) fish (x) good (x) selection (x) could (x)
lawyer (x) commerce schools (x) investors (x) tempura try (x) value (x) us (x)
|:> team (x) percent (x) city (x) people (x) sashimi food (x) great food (x)
game (x) japan (x) state (x) year (x) rolls great (x) delicious place (x)
KeyETM players (x) year (x) york (x) china (x) roll place (x) amazing service (x)
games (x) japanese (x) school (x) years (x) fish (x) good (x) excellent time (x)
play (x) economy program (x) time (x) japanese service (x) tasty restaurant (x)
public health  diversifying (x) french alberta freshest fish (x) delicacies (x) tasty unforgivable
health care clients (x) corsica british columbia sashimi sundaes delicious frustrating
CatE medical corporate spain (x) ontario nigiri savoury (x) yummy horrible
hospitals  investment banking | belgium (x) manitoba ayce sushi pastries chilaquiles (x) irritating
doctors executives de (x) canadian rolls custards also (x) rude
medical companies french canadian maki rolls cheesecakes great terrible
hospitals businesses paris quebec sashimi croissants excellent horrible
SEepTorPICMINE hospital corporations philippe (x) montreal ayce sushi pastries fantastic awful
public health firms french state toronto revolving sushi  breads (x) delicious lousy
patients corporate frenchman ottawa nigiri cheesecake amazing shitty

11

19/

Dataset | Method Lower-ranked Terms
CatE sports: baseball, football, clubs (x), tennis, coaches, amateur (x), n.b.a, handball
NYT-Tobic SeEepTopricMINE | sports: coaches, athletics, players, championships, sportsmlan, olympians, sporting events, tournament
P CatE politics: rhetoric (x), constituencies (x), vitriolic (x), passivity (x), unprincipled (x), polarized (x), philosophically (x), worldview (x)
SeepToricMINE | politics: democratic, parties, conservative coalition, elected, liberal, electoral, leaders (x), political alliance
CatE desserts: churros, chocolate, omelettes (x), crepes, truffles (x), fondue (x), sweets, breakfasts (x)
Yelo-Food SeepToricMINE | desserts: candied, scones, truffles (x), tarts, crepes, coffees (x), doughnuts, candies
P CatE seafood: oysters, softshell, paella, fishes, octopus, mussel, mackerel, crawfish
SeepToricMINE | seafood: lobster, clam, seafood, crawfish, blue crab, imitation crab, jumbo shrimp, sardines
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TELEClass: Taxonomy Enrichment and LLM-En
Hierarchical Text Classification with Minimal Su

hanced
Dervision

Dacument: Some of the best shampoo on the
market. Your hair will feel more amazing than ever, |
Scent free so shouldn't have any allergic reaction.
Very good for dry/sensitive scalps when you want
to lay off the heavy-duty stuff.

Label Taxonomy

Clises
(O procicted cionans

: health
halrf-al'ﬂ \{i\a:e
scalp .

shampoo condiioner reatmant medicing

/ Document i
| have been fighting with
itching and flaking for
years. Tried everything
X that's on the market, even
N stuff with prescription.
% | Nothing has helped in the
long run ...

I |||||'[g IIIII'.J

{ Unlabeled
~._Corpus

i Root

i hair care health car
! conditioner shampoo medicine
i

|

]

=

Label Taxonomy

Large Language Unlabeled A
Model (LLM) Text Corpus
|
Taxonomy Enrichment
Class Enriched Key Terms
hair care hair color, curly, dryer
scalp treatment | dandruff, Hask Placenta
shampoo flakes, itching, clean J
conditioner moisture, soft hair

Sec. 3.1: LLM-Enhanced Core Class Annotation

Doc ID | Initial Core Classes
1 nutrition wellness, food
2 health monitor

LLM

(e

i

health care

- —

L

Class Enriched Key Terms
hair care hair color, curly hair, hair dryer
shampoo flakes, itching, Batiste Dry
conditioner moisture, smooth, soft hair
health care | heating pad, massager, allergy

Sec. 3.2: Corpus-Based Taxonomy Enrichment

Task: Classifying documents into 107 to 103 classes,
without human annotation?

Automatically enrich the label taxonomy with class-
indicative topical terms mined from the corpus to
facilitate classifier training

Use LLMs for both data annotation and creation
tailored for the hierarchical label space

“Sec. 3.3: Core Class Refinement

with Enriched Taxonomy

Class Rankings of Doc {
Doci Class
J Class Similarity
shampoo 0.75
X r_i) hair care 0.72
health care 0.4
Key Term Guided
Representations
Doc ID | Refined Core Classes
1 nutrition bar & drink Confident |
Core Classes |
2 health monitor §
T peore | 9
i shampoo, hair care / |\

~ Sec. 3.4: Text Classifier

Training with Path-Based

Data Augmentation
I Query: “create a-i Augmented
[ document ' Documents
! about hair care N
{_ — conditioner” . ; é
5{} 7gcn
LLM @

Multi-Label Text Classifier

Doc {: {beauty, hair care, shampoo}

Matching Network ‘
TR, R
Document | Class

Encoder | Embeddings




TELEClass: Performance Study and Cost for Text Classification

Supervision Type Methods Amazon-531 DBPedia-298
Example-F1 P@1 P@3 MRR Example-F1 P@1 P@3 MRR
7 Shot Hii&'r-ﬂSh:::—i:-rI'C+ 0.4742 0.7144 0.4610 — 0.6765 0.7871 0.6765 —
cromoho GPT-3.5-turbo 0.5164 06807 04752  — 0.4816 05328 04547  —
I—Iit'r—(:lt::r(:2‘1.*1:?1{,'J-r 0.3157 0.5805 0.3115 — 0.1443 0.2635 0.14473 -
WE‘SHCIHSS% 0.2458 0.5773 0.2517 — 0.3047 0.5359 0.3048 —
Weakly-Supervised TaxoClass-NoST" 0.5431 0.7918 0.5414 0.5911 0.7712 0.8621 0.7712  0.8221
TaxoClass® 0.5934 0.8120 0.5894  0.6332 0.8156 0.8942 0.8156 0.8762
TELEClass 0.6330 0.8439 0.6269 0.6664 0.8684 0.9293 0.8684 0.8880
Fully-Supervised 0.8843 0.9524 0.8758 0.9085 0.9786 0.9945 09786 0.9826
Mathods Amazon-531 DBPedia-298
Example-F1 P@1 P@3  Est.Cost Est. Time | Example-F1 P@1 P@3  Est. Cost Est. Time
GPT-3.5-turbo 0.5164 0.6807 0.4752 $60 240 mins 0.4816 0.5328 0.4547 $80 400 mins
GPT-3.5-turbo (level) 0.6621 0.8574 0.6444 $20 800 mins 0.6649 0.8301 0.6488 $60 1,000 mins
GPT-4* 0.6994 0.8220 0.6890 $800 400 mins 0.6054 0.6520 0.5920 $2.,500 1,000 mins
TELEClass 0.6330 0.8439 0.6269 <$1 3 mins 0.8684 0.9293 0.8684 <$1 7 mins

Yunyi Zhang, et al., “TELEClass: Taxonomy Enrichment and LLM-Enhanced Hierarchical Text Classification with Minimal Supervision”,
13www’25



Literature Search Evidence-Seeking Retrieval

[ ]
DeepRetrieval w. LLMS NG TviaQA SQuAD
i Recall Recall H@#l Has He2o Hal Heas HaE2o Hel Haes H&E20

v i a RL Original Query 10.36 15.01 219 4358 63.0 452 663 76.4 36.5 574 71.1
GPT-3.5 11.67 9.42 243 460 639 458 643 742 316 524 666
...Wioreasoning 1868 1384 252 475 663 475 668 767 339 549 .65
. GPT-40 17.59 16.25 35.8 57.5 2.2 596 733 80.5 304 499 64.4
D D w0 reasoning 19.72 14.26 291 56.2 9.3 534 7001 787 33.0 322 66.7
.. Wloreasoning 1972 1426 291 562 693 534 701 787 330 522 667
Claude-3-Haiku 11.26 10.10 262 456 664 488 679 777 333 541 684
inbut user auerv. ... w/oreasoning 2092 2468 250 481 655 490 677 773 332 543 688
- Basedonan input user query, Claude-35-Sonnet  20.94 1833 357 571 725 571 717 797 285 481 635
t h e LLM ge n e rate S a n W '!'IIEI l‘E;‘LSl.“ll'iil'iF’ 19.08 15.41 37.2 56.9 727 60.8 73.8 B0.6 303 49.8 64.7
. . Mistralzg.inst 7.18 8.08 269 488 660 500 667 759 277 466 616
augmented query, which is _LEADSy (SFT) 2468 2 S
, Qwen2.55p e 6.59 6.09 250 458 634 444 612 709 284 464 613
used to retrieve documents. w /0 reasoning 9.46 7.97 238 453 640 460 644 742 323 528 668
. DeepRetrievalyy 65.07 63.18 355 57.5 727 584 732 80.6 385 594 72.9
1  Formatreward and retrieval w /0 reasoning 51.90 53.31 269 488 669 520 694 777 378 580 725
GPT-35 — GPT4o DeepRetrieval-38
reward are both computed as — Makud  — Somnet35

the feedback to update the DeepRetrioval

Sonnet-3.5

——
model update Leaps NEED

—

=

=

-

.
Input Reasoning - Final Reward
Please augment the followin <think> - rmat : GPT-40
uzer quewﬂ:; retrieve the ¢ Lotz augmeant thiz query. -::etriev:m:v:i.m?Iﬂ .
most relevant decuments: J. ol  ; gl
=Sthink> -,

{User's Query} L ) : Haiku-3

I . Retrieval Retrieval Reward GPT-3.5
Output | {Search) Computation MS-T

<answers
Here's the query: — || 1< —*I H'E"i'!'-“l‘-"'gc'ﬂ"*&ﬂl 40 60 80
{Augmented Quary}

| e | E W Trial Registry © Publication

P. Jiang, et al., “DeepRetrieval: Hacking Real Search Engines and Retrievers .
with Large Language Models via Reinforcement Learning,” ArXiv2503 Our DeepRetrieval outperforms GPT-40, etc. for search on PubMed

14 & ClinicalTrial.gov, and other tasks with a wide margin.

o
N
o

MS-H
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Theme-focused Information Distillation by Multi-
granularity Text Analysis

d A document may still contain many less relevant passages

- Document-level analysis may dilute the theme-focused analysis and lead to too
much data to effectively augment an LLM

Query: “How do trade relations between the United States and China affect the ?”

1 Cross-passage analysis

]

Individual passages, looking
irrelevant, when interlinked,
may become important

Co-reference analysis

Multi-hop dense retrieval and
multi-passage BERT outperform
local normalization techniques
Combining graph-,
classification-, and set search-
based methods

P1

P2

The United States (Entity A) has recently entered intoa _ .
new trade agréémmentwitt Australia (Entity X);fotusing on
agricultural goods and raw materials. This agreement has _ 1
opened new doors for both nations, allowingfora _ = =
significant boost in the export of minerals ancHoBd

products from Australia to the Uniteg States.

= Australia (Entitv X) a longstanding trade relationship
witlr China (Entity B #particularly in the export of raw

* | materials. In recent years, this relationship has expanded

to include , @ sector in which China has

considerable interest, especially considering its global

dominance in textile manufacturing and export.

_-P3

P4

China (EntityB''s e, , with a particular focus on
silk, hat seen an upsurge in global demand. This is
attribuat% to China's ability to produce high-quality silk
productsy making it a pivotal player in the global

(Entity C). The industry's growth is closely linked
to China's trade partnerships and raw material imports.

' The United States (Entity A) and China (Entity B) continue

to discuss reMﬂM;_qu. with a focus on
technology and intellectual property rights. These talks,
while vital, have not touched on the and agricultural
sectors.

Answer given P1+P2+P3

Answer given P4 (retrieved by traditional IR)

“The trade relations between the United States and China
affect the silk industry indirectly through the
interconnected global trade network. Changes in trade
policies or agreements involving the United States and its
trading partners (like Australia) could influence the
availability and cost of raw materials for China's silk
industry, thereby affecting its global competitiveness and
market dynamics.”

“The current trade relations between the United States
and China, have little or no effect on the silk industry.”




16

Outline

2 Why a Retrieval and Graph Structuring Approach for LLM Applications?

a Taxonomy-Guided, Semantics-Based Retrieval

2 Knowledge Graph Structuring for Intelligent Retrieval and Augmentation

a Retrieval and Structure-Augmented Generation for LLM Applications
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OntoType: Ontology-Guided Entity Typing

2 Fine-grained entity typing (FET): Assigns entities in text with context-sensitive, fine-
grained semantic types

4 Ex. Sammy Sosa [Person/Player] got a standing ovation at Wrigley Field
[Location/Building/Stadium]

2 Challenges of weak supervision based on masked language model (MLM)
prompting
A prompt generates a set of tokens, some likely vague or inaccurate, leading to
erroneous typing

- Notincorporate the rich structural information in a given, fine-grained type
ontology

2 OntoType: Ontology-guided, Annotation-Free, Fine-Grained Entity Typing
1 Ensemble multiple MLM prompting results to generate a set of type candidates
2  Progressively refine type resolution, from coarse to fine, following the type

17 Tanay, Komarlu, et al., “ONTOTYPE: Ontology-Guided and Pre-Trained Language Model Assisted Fine-Grained Entity Typing”, KDD 2024
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2 High-level type alignment by
entailment (local context + NLI)

a Progressively refine type
resolution, from coarse to fine,
following the type ontology

OntoType: Ontology-Guided Entity Typing

4 Multiple MLM prompting +
ensembled candidate type

d

Ex. Sammy Sosa [Person/Player]
got a standing ovation at Wrigley
Field [Location/Building/Stadium

Candidate type generation

prediction

Ex. Stadium, venue, location,

games, thinrgs,teams

Step 1: Candidate type generation

L

Head Word Parsing

Sammy Sosa got a standing ovation at Wrigley Field.

Candidate Type Generation with MLM Prompting

...Wrigley Field and the other [MASK].

Venue, Team, Stadium, Location, Game...

.. Wrigley Field and some other [MASK].

Game, Stadium, Place, Thing, Venue, ...

... [MASK] such as Wrigley Field,

Location, Stadium, Venue, Event, Place, ...

Ensembled Candidate Type Prediction 1

Stadium, Venue, Location, Game, Fhing, Team

Step 3: Top-down, progressive
refinement, with type ontology

Sammy Sosa got a standing ovation at Wrigley Field.

Step 2: high-level type alignment

Premise

Wrigley Field is a stadium. —— )
- Type entities

Entailment Score  with most
confident

Wrigley Field is a hospital. ——{HRMMIN hypotheses

Hypotheses of child
types at current level of
ontology

Sammy Sosa got a standing ovation at Wrigley Field.

Premise

Wrigley Field is a location. ——-

Hypotheses

Wrigley Field is a person. __-

Rank and
select by
entailment,
candidate
types, and
head words

Root

Organization

Location

Building

Hospital




° ° MZET
Zero-Shot Entity Typing Leads to
High Performance
0 Use 3 benchmark FET datasets: NYT, Ontonotes, and %#°F
Datasets Ontonotes FIGER NYT _

# of Types 39 113 125 Case Study:

# of Documents 300k 3.1M 295k MZET vs.

# of Entity Mentions 242K 2.7M 1.18M ZOE vs.

# of Train Mentions 223K 2.69M 701K OntoType

# of Test Mentions 8.963 563 1.010

0 Compare with supervised and 0-shot methods:

US President Joe Biden \Person\Politician was one of
many foreign leaders to speak with President Zelensky.
and he "pledged to continue providing Ukraine \Loca-
tion with the support needed to defend itself, including
advanced air defence systems", the White House \Loca-
tion\Building said.

US President Joe Biden \Person\Politician was one of
many foreign leaders to speak with President Zelensky.
and he "pledged to continue providing Ukraine \Loca-
tion\Country with the support needed to defend itself,
including advanced air defence systems”, the White
House \Location\Building said.

ONTOTYPE

US President Joe Biden \Person\Politician\President
was one of many foreign leaders to speak with Presi-
dent Zelensky. and he "pledged to continue providing
Ukraine \Location\Country with the support needed to
defend itself, including advanced air defence systems”,
the White House \Organization\Government said.

Settings Model N\"T FIGER Ontonotes
Acc  Mi-F1I  Ma-F1I | Ace Mi-F1I  Ma-F1 | Acc Mi-F1I  Ma-F1
Wealk Siiperviion UFET (3] - - - - - - 59.5 71.8 76.8
with Human Annotations DEREM MET' ] i i i 2 2 3 oLdt. 8000 Qe
: LITE [13] - - - 66.2 74.7 80.1 68.2 81.4 86.6
NFETC-SSL [32] - - - 71.2  80.2 81.9 64.4 74.3 79.7
Distant Supervision via KBs DZET [20] 213 531 51.6 285 560 55.1 23.1 28.1 27.6
' ‘ ZOE [39] 62.1 73.7 76.9 588 713 74.8 50.7 60.8 66.9
Traifor L earilig OTyper [35] 46.4 65.7 67.3 472 67.2 69.1 31.8 36.0 39.1
‘ ‘ MZET [36] 30.7 38.2 56.7 3.9 579 55.5 33.7 43.7 423
ChatGPT[22] 473 59.1 543 51.7 653 583 27.7 37.5 32.6
Annotation-Free ONTOTYPE + Original Ontology | 69.6 78.4 82.8 49.1 674 75.1 65.7 73.4 81.5
ONTOTYPE + Modified Ontology | - - E 51.1 68.9 77.2 - - -
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RolePred: Argument Role Prediction [EMNLP’22]

Pretrained Candidate Roles
P N Language Model > | Magnitude
Event Type / Entity Templates: Locati
E I—th uake I Ir...........: . I ﬂca lu“
artiq | jAssam : :7.39 | The 2017 Chiapas earthquake > D
S s pm e iapas earthgqua ‘ ate
| 2017 | i struck at 23:49 CDT on 7 ., Start Time
P S S September in the southern B
| 186 15 August : coast of Mexico... Ac.r:um’fng Duration
i e f”ﬂﬂ I to_this, the [IMASK_SPAN] of > Depth
: t . . ' ] ]
~x:\:‘?’?-?r_'?’."_‘_’_"'f"."'."_f Yo ) this event is <entity>. > | Intensity
TTTTTTTTTTTT T o Casualty
Candidate Arguments
Argument Roles - Pretrained QA Model Question
. Magnitude 8.0 ‘
Magnitude _ Locati tral Cof P RoBERTa What is the <role> of this event?
ocation | central coast of Peru
Imaﬂ“n ME[’EE Date .-’UJE"IIS[ 15 — CﬂlltEKt
Date, Start Date Start Date August 15 '.. The 2017 Chiapas
Duration - - earthquake struck at 23:49
. Filter Duration two minutes h T CDT on 7 September in the
Intensity Depth | — %, S southern coast of Mexico...
Casualty Intensity IX
Casualty

Yizhu Jiao, Sha Li, Yiging Xie, Ming Zhong, Heng Ji and Jiawei Han “Open-
Vocabulary Argument Role Prediction for Event Extraction”, EMNLP’22



http://hanj.cs.illinois.edu/pdf/emnlp22_yjiao.pdf
http://hanj.cs.illinois.edu/pdf/emnlp22_yjiao.pdf

RolePred: Candidate Role Generation

2 Predict candidate role names for named entities by casting it as a prompt-based in-filling
task

1 Prompt Construction: (using Generation Model : T5)
O Context. According to this, the (MASK SPAN) of this Event Type is Entity.

1 Ex. The 1964 Alaskan earthquake, also known as the Great Alaskan earthquake, occurred
at 5:36 PM AKST on Good Friday, March 27. According to this, the (MASK SPAN) of this
earthquake is 5:36 PM.

a  (MASK SPAN) is expected to be filled with time (or start time) as the argument role

1 Considering the entity’s general semantic type: person, location, number, etc., we slightly
alter the prompt to fluently and naturally support the unmasking argument roles

Entity Type Prompt Prompt design for different entities
PERSON According to this, Entity play the role of (MASK SPAN)in this Event Type.
LOCATION According to this, the (MASK SPAN)is Entity in this Event Type.

NUMBER According to this, the number of (MASK SPAN)of this Event Type is Entity.

OTHER TYPES According to this, the (MASK SPAN)of this Event Type is Entity.
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RolePred: Candidate Argument Extraction

A Formulate the argument extraction problem into question-answering task
2 Input: follow a standard BERT-style format (Model: BERT based pretrained QA model)
2 [CLS] What is the Event Role in this Event Type event? [SEP] Document [SEP]

- Ex. [CLS] What is the casualty in this pandemic event? [SEP] The COVID-19 pandemic is an
ongoing global pandemic of coronavirus disease. It’s estimated that the worldwide total

number of deaths has exceeded five million ... [SEP]

2 The argument is expected to be five million

Datasets # EvIyp. # RoleTyp. # Doc. # ArgScat,
ACE2005 33 35 599 i
KBP2016 18 20 169 i
KBP2017 18 20 167 I
MUC-4 4 5 1,700 4.0
WikiEvents 50 59 246 2.2
RAMS 139 65 3,993 4.8
RoleEE 50 143 4,132 7.1

Dataset statistics

Hard Matching Soft Matching

Models Precision  Recall FI Precision  Recall Fl
LiberalEE 0.1342 0.2613 0.1773 0.3474 (0.5340 0.4209
VASE 0.0926 (. 1436 0.1125 (0.258] 04274 0.3218
ODEE 0.1241 0.3076 0.1768 0.3204 (0.4862 (,3862
CLEVE 0.1363 0.2716 0.1815 (0.3599 0.5712 0.4413
ROLEPRED (BERT) 0.2128 04582 0.2906 0.4188 06896 05211
ROLEPRED (T5) 01,2552 0.6461 0.3659 0.4391 0.7079 0.5570
- RoleMerge (0.2233 (.6962 (0.3381 04234 0.7677 0.5457
- RoleMerge - RoleFilter 0.1928 0.6382 0.2983 0.4188 0.7084 0.5264
().6098 (.8270 0.7020 0.7363 0.8732 (.7990

Argument Role Prediction Human
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Open Relation Extraction for Automated Theme KG Construction

Step1 : Entity Type Hierarchy Collection Step2 : Seed Relation Generation
Battery Vehicle

‘ . Entity types Dynamic Relation Dictionary

' Rechargeable Battery _l — Be power source of

Rechargeable > / . Query g & »  Be recycled from
battery . : : _] filtering
. Electric * Electric Vehicle _—»  Bemanaged by

/ ‘ Vehicle
60 O # A

|
[

| Retrieve seeds If case2, update new
I from by types relation to dictionary
|

A Posteriori Seed-guided Relation Extraction

Topic-Aware Entity Typing ' Relation Classification and Expansion
Battery
‘ Case2: desired
SOCRpent ’ Re trieve‘(/l soad relation not found )
... deep cyc]e batteries, RS Recglargeable 2 \ relations New Relation
designed to withstand LLEry
deep discharge, are Iyping on th Be power source of
well-suited for the TIETArchy Yerioe Be recycled from ( 9, (deep cycle battery,
' e ' Be ed S as) be power source of,
forklifls. === --wu . > Electric (¥ e © Cucldesied . W poekiih)
Vehicle ‘ relation inclu

Linyi Ding, Jinfeng Xiao, Sizhe Zhou, Chaoqi Yang, Jiawei Han, “Topic-Oriented Open Relation Extraction with A Priori Seed Generation”, in EMNLP’24



Automated Theme-Specific Knowledge Graph Construction

.. Table 2: Comparison with baselines on KG construction.
Table 1: Statistics of Datasets P

— - - Dat: | Method | Entity Metric | Triple Metric | Theme Metric
Datasets | Documents Entities Relations Triples ataset Vetho . - -
| | Recall Precision Fl-score | Recall Precision Fl-score | Coherence
EVB 20 130 64 330 OpenlE [37] 0.62 0.36 0.46 0.13 0.24 0.17 0.46
HAI 20 142 77 425 REBEL [24] 0.22 0.80 0.35 0.11 0.80 0.19 0.80
EVB IMo]IE [31] 0.44 0.49 0.46 0.26 0.45 0.33 0.78
KG-GPT [47] 0.72 0.69 0.70 0.67 0.64 0.65 0.95
. . . . . GPT-4 [1] 0.68 0.71 0.69 0.64 0.65 0.64 0.97
ThemeKG: Application in Question-Answering TKGCon (w/o ontology) | ; 0.67 0.57 0.62 0.92
TEGCon 0.92 0.80 0.86 0.78 0.73 0.75 0.97
Question | Which countries support Hamas or condemn Israel in OpenlE [37] 0.52 0.28 0.36 0.17 0.22 0.19 0.35
a . REBEL [24] 0.16 0.87 0.27 0.15 0.75 0.25 0.75
» H - ac attaclk an -+ 202272

the Hamas attack on Israel in Oct 2023 HAI IMoJIE [31] 0.33 0.39 0.36 0.25 0.31 0.28 0.83

i : R : . (G-GPT [47 )5 79 .8 7 .69 ).7 9
Vanilla GPT4 | I'msorry, but as of my knowledge cutoff date in march KG-GPT [47] 054 07 051 072 0o 070 01
Sak e T 3 GPT-4 [1] 0.82 0.80 0.83 0.70 0.72 0.71 0.93
2023, i do not have information on specific events that TKGCon (w/o ontology) . 0.75 0.62 0.68 0.88
occurred in october 2023, TKGCon 0.90 0.88 0.89 0.81 0.75 0.78 0.92

G+G the Mi astand N ica, st ¢ - . .r:
RAG+GPT4 In' ht‘hllddle East and North A‘frlmﬂmm coun 0 Construction of theme—speC|f|c knowledge graphs
tries either condemned Israel or offered full-throated

support to Hamas. North Korea is also mentioned as autom atlca"y

condemning Israel.

d Method: Convert open-vocabulary relation extraction

G+G Jran, 2. 1 ies.3.N . 4. . oo .
TKG+GPT4 | 1.Iran. 2. Persian Gulf countries, 3. North Korea, 4 to relation classification

most Middle East countries, 5. most North Africa
countries O We are exploring the application of Theme KG in

chemistry, material science and geographic science
24



Reaction Miner: Chemical Reaction Info Extraction from Text Data

O Automatic extraction of chemical reaction information (e.g., reactants, catalyst, temperature, etc.)

za Scientific Paper

4

“2 Chemical Reaction

< Product

25 Reactants

2-chlorophenol

phenol, oxalyl chloride

A Role enrichment: Use RolePredict to extract new reaction roles and

generate synthetic data corresponding to each role based on GPT-4 for

tra|n|n PDF-to-Text PDF to Text
ep 1: Pdf-to-Text Step 2: Text Segmentation szorc IR = -
»* PR Ours 23 3 48
-— A | e
L P _E, =" .
m ? Keyword Topics =i i::;:t::-ll: le ;:L:r::!::x Bt error
izati Boundary Description
Scienti Localizati .
Scientific Paper Raw Text ocalization AR | Text

hies

Segmentation

e
=
.

4

Bl

() Time 3 hours Step 3: Role Enrichment Step 4: Unified Reaction Extraction N
il Temperature - 10°C < Product C? e
i Solvent NaOH solution % Reactants N Speed.
# Yield | 78% (2-chlorophenol) () Time . Inhibitor » - : - L"x:':l'_"t'.}“f
=1 Workup Reagent 6 M HCl 0 Temperature 0) o ;;:fm Coutitn__ || THINE ) - . vracted Reactions
™ o E / Solvent 84
* Light Condition ™ dark Pre-defined Roles Enriched Roles Unified Data LLama - - :
& pH 13.2 o . = . * .
) Cooling Condition [ icebath Performance study: ReactionMiner outperforms GPT4 on extraction ) 7 . »
quality i £ 1 8 10
Ming Zhong, Siru Ouyang, Yizhu Jiao, Priyanka Kargupta, Leo Luo, et al., ""Reaction Miner: An Integrated Reaclf. - ChatGPl - GPT4 - Ouns

25 System for Chemical Reaction Extraction from Textual Data'" EMNLP’2023

Unacceptable © Significant error = Minor issue = Perfect



ActionlE: Action Extraction from Scientific Literature with
Programming Languages

Abstract Steceoconirolied Cspd Cross OINg CAn fUNAamMentally change the types of cf

"
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Text Rephrasing
To a solution of methyl 1H
Indazole-6-carboxytate (865 mg.
4,91 mmol) in NN
dimethylformamide (12 mL) was

added pot

followed by
iodine {1.54 g, 5.9 mmol).

were added to this mixture,

A solution was made by adding methy
1H-indazole-6-carboxylate (865 mg,
4.91 mmol) into NN
dimethylformamide (12 mL). Then,

and iodine (1.54 g, 5.9 mmol)

Generated code Action Extraction

actica _list = |

MakeSolut fonlChemicallnames™1H-indazole-6-cartoxylate™, quantity«[“B6S mg™, “4.91 mmol™]),

Cheaicalinames™H N-disethylformanide™, quantitys|“12 aL™, "4.91

r hydroxide”, quantityw|“848 ng“, *3.05
|

*, quantityw("1.5¢ ¢", "5.9 msol®])

a0t })
asol*

Add(Chemicalinases"potassim
Add [ Chesical{names" iodine

"

*  MAKESOLUTION with methyl 1H-indozole-6-carboxylate (865 mg,
4.91 mmol) and N, N-dimethylformomide (12 mL)

* ADDpotus 3,05

* ADD lodine (1.54 g, 5.9 mmol)

Input Text Rephrased Text /
Output Text
3 A ) Action Formalization l

1. ADD 2,3-dichloropyridine vy PR e o ¢
2. ADD K2CO3 PH: E “’:5‘:’;"!“"""— z E das:c‘:w(f;i?aﬁééi:j:matermlz Chemical, temp: Optionallstr)sNone, ...):
3. ADD DMSO DRYSOLID: i | L oseas Gas, v ;
4. MAKESOLUTION with DMSO and benzyl mercaptan ADD: - sedto | o o e are sons wiiuine ¥ Ny Jou t7uct. detorsniont
5. ADD SLN dropwise at 100 °C over 600 s was added (cher) b L o MNE Sooes fasteris\l,
6. STIR for 3600 s at 100 °C k= e R i {
7. ADD water dissolve [chom] s 2
8. EXTRACT with dichloromethane Seed & Enriched Patterns Action class definition
9. COLLECTLAYER organic
10. DRYSOLUTION over sodium sulfate Workflow Bodals pLpy Levenshtein oo ol g GraphMatching
11. CONCENTRATE 1. Text Rephrasing: Rephrasing Similarity Similarity
12. PURIFY . o the paragraphs for better Results for PatentAction (Avg Length: 158.24)
13. YIELD 2-benzylthio-3-chloropyridine 5 information retrieval. Supervised Methods

2. Pattern Enrichment: Mining Paragraph2Actions  0.8511 0.8927 09017 09034 0.8985 0.8003
Xianrui Zhong, Yufeng Du, Siru Ouyang, Ming undiscovered and significant chen i j ) 05927 04325 0.4866 -
Zhong, et al., "ActionlE: Action Extraction action patterns automatically. g‘f‘:"z}?‘“ Tﬁﬂ;;hﬂdﬁ (lg';hug? 01336 056 0205 09732 02001

. N . . . . ) alactica-6. . . . L ; .

from SCIen:C'IfIC Ll’ferature with Programming 3. Aﬂm_p_xtr_aﬂm Autome.ltlc P4 0080 DiSso 07537 077158 07458 07923
Languages”, ACL2024 extraction of chemical reaction  AcrionIE 08237 09018 09126 09198 09101 0.8136

actions with code generation. - Patterns 0.6829  0.8070 0.8458  0.8220 0.8218 0.8074
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Outline

2 Why a Retrieval and Graph Structuring Approach for LLM Applications?
a Taxonomy-Guided, Semantics-Based Retrieval
2 Knowledge Graph Structuring for Intelligent Retrieval and Augmentation

\
a Retrieval and Structure-Augmented Generation for LLM Applications ‘



StructRAG: Motivation and Methodology

0O How to better leverage LLMs to transform scattered information into various structure formats

2 hybrid information structuring mechanism: different tasks require different knowledge structure

representations for more precise reasoning

Scattered Knowledge Structurizer Structured Knowledge Utilizer

M’ Decomposition: Sub-Questions
Sub-question 1. Each company’s income.

Question: Compare development trends of company A, B and C.

Core Content: Financial ;_Questions |
)

| Structured Knowledge

@ Documents: A Inc. get total
Knowledge Description |

profits 390 and with value 1.23 ... reports of Company A, B, C. | Document§J

s 7 Sub-question 2. Each company’s value.
B M  Structured Knowledge o
Com. Income CEO Loc. Stat Value m Extracti e led
Hybrid Structure Router : Xuraction: Frecise knowieage
y A 3% Tom Tokyo 1996 1.23 m For sub-question 1 For sub-question 2
S S T e et e e e f B 380 Jerry London 1998 1.25 A B (o] A B Cc
Question + Core Content ' Optimal Type is Table! C 780 Spike New 2016 102 @ 390 380 780 123 125 102
= = t§ m iy
Graph Chink T Cetilogue | Atgoitkhn B Tabls [Z] Knowledge Description (/) Inference: Final Answer

Table includes information of income,
CEOQ, value, location, start time, value ...

Inc. B has little less value, but has much
larger income, thus with the best trend.

(o S S Y S

Figure 1: The overview of StructRAG framework, including an hybrid structure router to select the
optimal structure type based on task requirements, a scattered knowledge structurizer to convert raw
documents into structured knowledge, and a structured knowledge utilizer to decompose complex

question and then effectively using the structured knowledge to infer the final answer.

Li et al., "StructRAG: Boosting Knowledge Intensive Reasoning of LLMs via Inference-time Hybrid
728 Information”, ICLR 2025.

Hybrid Structure Router: select
the most optimal structure type
from five candidate structure
types.

Scattered Knowledge
Structurizer: extracts the textual
knowledge scattered across raw
documents for reconstruction.
Structured Knowledge Utilizer:
LLM-based knowledge utilizer to
facilitate question
decomposition, precise
knowledge extraction, and final
answer inference.
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StructRAG: Experiments and Analyses

Method Spot. Comp. Clus. Chain. Overall
LLM Score EM LLMScore EM LLM Score EM LLM Score EM LLM Score EM
Set 1 (10K-50K Tokens)
Long-context (Yang et al., 2024a) 68.49 0.55 60.60 0.37 47.08 0.08 70,39 0.36 60.11 0.29
RAG (Lewis et al., 2020) 51.08 0.35 44.53 0.27 37.96 0.05 53.95 0.35 46.11 0.23
RQ-RAG (Chan et al., 2024) 72.31 0.54 48.16 0.05 47.44 0.07 58.96 0.25 53.51 0.17
GraphRAG (Edge et al., 2024) 3l1.67 0.00 27.60 0.00 40.71 0.14 54.29 0.43 40.82 0.18
StructRAG (Ours) 74.53 047 75.58 0.47 65.13 0.23 67.84 0.34 69.43 0.35
Set 2 (50K-100K Tokens)
Long-context (Yang et al., 2024a) 64.53 043 42.60 0.21 38.52 (.05 51.18 0.20 45.71 0.17
RAG (Lewis et al., 2020) 66.27 0.46 46.28 0.31 38.95 0.05 46.15 0.22 4542 0.19
RQ-RAG (Chan et al., 2024) 57.35 0.35 50.83 0.16 42.85 0.03 47.60 0.10 47.09 0.10
GraphRAG (Edge et al., 2024) 24,80 0.00 14.29 0.00 37.86 0.00 46.25 0.12 33.06 0.03
StructRAG (Ours) 68.00 041 63.71 0.36 61.40 0.17 54.70 0.19 60,95 0.24
Set 3 (100K-200K Tokens)
Long-context (Yang et al., 2024a) 46.99 0.27 37.06 0.13 31.50 0.02 35.01 0.07 35.94 (.09
RAG (Lewis et al., 2020) 73.69 0.55 42.20 0.27 32.78 0.02 37.65 0.13 42.60 0.18
ROQ-RAG (Chan et al., 2024) 50.50 0.13 44.62 0.00 36.98 0.00 36.79 0.07 40.93 (.05
GraphRAG (Edge et al., 2024) 15.83 0.00 27.40 0.00 42.50 0.00 43.33 0.17 33.28 0.04
StructRAG (Ours) 68.62 0.44 57.74 0.35 58.27 0.10 49.73 0.13 57.92 0.21
Set4 (200K-250K Tokens)
Long-context (Yang et al., 2024a) 3318 0.16 26.59 0.08 29 84 0.01 25.81 0.04 28.92 0.06
RAG (Lewis et al., 2020) 52.17 0.24 24.60 0.10 26.78 0,00 17.79 0.00 20.29 0.07
RQ-RAG (Chan et al., 2024) 29,17 0.08 40.36 0.00 26.92 0.00 34.69 0.00 31.91 0.01
GraphRAG (Edge et al., 2024) 17.50 0.00 26.67 0.00 20.91 0.00 33.67 (0.33 2347 0.05
StructRAG (Ours) 56.87 0.19 55.62 0.25 56.59 0.00 35.71 0.05 51.42 0.10
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KARE: Need Construction of Theme-Specific KGs

2  LLMs may produce hallucinations or incorrect information due to a lack of specialized medical
knowledge in healthcare domain, due to

2 Retrieve seemingly related but not insightful information

2 Leverage knowledge graph with graph community retrieval is largely unexplored

"
Step 1. Medical Concept Knowledge Graph Construction and Indexing

1.2 Semantic Clustering
- {enmetsehmg -
* {Ertn’ibl.'ﬂ-l}
Emb. [ ]
1.3 Community Indexlng
1.1 KG Extraction 1
4 % ™ % %

}_ Community Summarization
.\_hﬁlcdi-c:ll:wtceptl{nmd:dtcﬁuph [ [ =N -

Y/ B5

Knowledge Source

g re

Bu)rnedl:al Biomedical LM
\ KG Corpus J

Ir'm

"4
‘ 1
Step 2. Patient Context Construction and Augmentation
[=] !:P _=' "F£ @
— 2= " =
) o= (Similar Cases) @ iy
'3® Base Context Augmented Context
=
Patient's EHR . f'Fm“tm :) Top Community Selection Metrics
By | Summarles (1) Node Hits
gl (2] Coherence
o li' (3) Recency

(4] Theme-Reley.

" 4
N Step 3. Reasoning-Enhanced Precise Healthcare Prediction

3.1 Training Sample Generation
Training Sample

Reasoning T
Patient Context Chains ' - a
Run 1 ==
B = g OB
nunﬂl : P e
Ground Truth Runk (T
= @ o

3.2 Multitask-Based Fine-Tuning & Prediction

Reasoning Lacal Reasoning
Instruction LLM Chain

Patient Context E,.!!F "i ol -

B{ _ | R
@i ¢
Label Prediction Label
Instruction

Algorithm 1 Dynamic Graph Retrieval and Augmentation
Input: Set of communities C, patient graph (,,, base con-
text 5, desired number of summaries N
Output: Augmented patient context A,
Initialize S, « 0
Initialize hit counts
while |S,| < N do
Compute Relevance(CY) for all C € C using Eq. 3
Select Cieq ¢ arg maxe, ¢¢ Relevance(Cy.)
Add S{;h,“ to Sp: Sj, i SI-’ L S¢ L
For each v € Ve, N V™', H(v) + H(v) + 1
Remove Ciey from C: C + C Y\ Cheq
end
Augment patient context: A, = B, & 5,
return A,

H{(v) + 0 for each node v € 1«:';”““

Jiang et al., "Reasoning-Enhanced Healthcare
Predictions with Knowledge Graph Community
Retrieval", ICLR 2025



Experiment Setting: Task, Data and Metrics

O Tasks: EHR-based prediction
2 Mortality Prediction: Estimates mortality outcome for next visit (Patient’s survival status during visit x,)

2 Readmission Prediction: Predicts if patient will be readmitted within o days (o is set to 15 in this study)
Table 1: Statistics of pre-processed EHR datasets. "#": "the number of”", "/ patient”: “'per patient”.

MIMIC-III-Mort. MIMIC-I1I-Read. MIMIC-TIV-Mort. MIMIC-IV-Read.
Train  Valid Test  Train Valid Test Train  Valid Test  Train  Valid Test
# Patients (Samples) 7730 991 996 7730 991 996 8018 996 986 8029 058 1013
# Visits / Patient 1.56 1.60 1.61 1.56 1.60 1.61 1.26 1.30 1.21 1.26 1.28 1.25
# Conditions / Patient 2327 2392 2589 2327 2392 2589 1434 1530 1359 13.62 1421 13.21
# Procedures / Patient 6.22 6.56 7.17 6.22 656 7.17 2.06 3.08 2.84 2.89 2.06 2.81

# Medications / Patient 5479 55.77 6373 5479 5577 6373 3066 3286 2840 2874 30.61 27.59

2 Datasets: Use the publicly available MIMIC-III (v1.4) and MIMIC-IV (v2.0) EHR datasets
2 Use PyHealth (Yang et al., 2023a) for preprocessing, ...

4 Evaluation Metrics: Four key metrics:
Accuracy: Overall correct predictions across both outcomes
Macro-F1: A balanced measure, crucial for the imbalanced datasets

Sensitivity: Model’s ability to identify patients at risk of mortality or readmission

U U 0O O

31 Specificity: Identify patients unlikely to experience these outcomes, helping avoid unnecessary



Performance Comparison on MIMIC-Il Dataset

Results are averaged by multiple runs. asterisk (*):important for handlingimbalanced datasets. —
MIMIC-III

Mortality Prediction (pos = 5.42%) Readmission Prediction (pos = 54.82%)
Type Models Accuracy DMacro F1*  Sensitivity*  Specificity  Accuracy Macro F1  Sensitivity  Specificity
GRU (Chung et al., 2014) 92.7 50.7 3.7 97.8 62.2 61.5 68.9 54.0
Transformer (Vaswani et al., 2017) 02.7 51.9 5.6 97.6 58.8 58.2 65.0 51.3
RETAIN (Choi et al., 2016) 92.4 0.6 3.7 97.6 9.1 56.9 74.9 40.0
GRAM (Choi et al., 2017) 924 50.2 5.2 95.2 61.8 60.4 74.9 46.4
Deepr (Nguyen et al., 2016) 91.9 51.0 3.7 98.2 62.6 62.1 66.7 57.6
ML TCN (Bai et al., 2018) 91.6 532 9.3 96.4 63.4 62.7 70.7 54.7
ConCare (Ma et al., 2020b) 04.6 48.6 0.0 100.0 59.2 59.0 61.5 56.4
AdaCare (Ma et al., 2020a) 90.6 54.1 9.1 97.6 61.6 60.5 70.8 50.3
GRASP (Zhang et al., 2021) 93.7 499 1.9 98.9 61.3 59.5 74.9 44.8
StageNet (Gao et al., 2020) 90.5 50.5 5.6 95.4 60.5 60.0 65.1 54.9
KerPrint (Yang et al., 2023b) 924 52.2 9.8 94.7 63.5 62.1 68.0 56.1
GraphCare (Jiang et al., 2024a) 94.9 58.3 17.2 97.1 65.4 64.1 70.3 57.8
LM+ML RAM-EHR (Xuet al., 2024) 044 59.6 14.8 98.9 64.8 63.5 74.7 524
EMERGE (Zhu et al., 2024a) 094.1 371.7 13.2 98.4 63.7 62.0 68.0 55.9
Zero-shot (LLM: Claude 3.5 Sonnet)
w/ EHR context only 89.5 50.4 6.4 94.4 54.3 354 98.9 0.2
w/ Classic RAG!! 89.9 51.2 10.2 92.8 53.2 34.6 91.2 1.4
w/ K ARE-augmented context™™ 92.3 54.6 14.2 94.6 56.3 43.8 93.9 10.6
LLM Few-Shot (LLM: Claude 3.5 Sonnet)
w/ exemplar only (N=2)[! 88.7 49.5 5.6 93.4 52.7 42.2 87.0 1.1
w/ exemplar only (N=4) 88.0 49.2 5.6 92.7 53.6 447 84.0 15.7
w/ EHR-CoAgent!d (Cui et al., 2024) 87.4 51.7 13.0 91.8 55.2 46.1 78.2 20.1
w/ KARE-augmented context 91.5 535 13.7 94.0 57.1 493 75.5 21.2

32 KARE (ours) 05.3 64.6 24.7 98.3 73.9 13.7 76.7 70.7




RepoGraph: Background and Motivation

0 Real-world software engineering often extends beyond single function or self-contained code files:

2 navigating complex structured code bases
2 understanding intricate dependencies between code file

2 ensuring that changes integrate seamlessly without introducing new issues

. . . ‘A | Ouyang et al., "RepoGraph: Enhancing Al Software
|::> A perfeCt teStbed fOF RAS In engineering domaln ’ Engineering with Repository-level Coding Graph", ICLR 2025

1. def first_repeated_char(str1):

_ 2. for index,c in enumerate(str): . .
Input text: Write a python function to find the first repeated = ~» 3 if str1[:index+1].count(c) > 1:return ¢ Table 1: Comparison between our approach RE-

character in a given string. e o e POGRAPH and existing methods for representing

e o = the repository on various aspects. *RepoUnder-
() REPOSOEY_CVEL COtIg - ron e g, Unit test: stander (Ma et al., 2024) and CodexGraph (Liu

(a) Function-level Coding Problem

Issue: modeling’s “separability_matrix” @ Generated patch: /' test_coord_matrix| X et al., 2024) are concurrent works to ours.

oes not compute separability correctly for 1 —— 7,

CompoundModels... —'@"" Al PY ing/ - Model Line-level File-level Repo-level

70 B i e e o R st separable.py test_arith_oper | X

Q Code repository: a/?)s/tropy/mfdsgn?/se/parabIe;;ry DraCo X y X
z Sran - . +++ b/astropy/modeling/separable.py ; . _
astropy core.py flttlng.py (ii) Navigate comp!ox @@ -242,7 +242,7 @@ def _cstack(left, . (m):es.olve w:t!.lout Aider ¥ X ~
coordinates | earthpy ... codebases right):... TOCCTG hew asties RepoUnderstander* X v
CodexGraph* X v v
Figure 1: The illustration of (a) a function-level coding problem from HumanEval (Chen et al., RgpoGrapn

2021) and (b) a repository-level coding problem from SWE-Bench (Jimenez et al., 2024).
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RepoGraph: Methodology

. ) : c\? Issue Description
Q Code Repo = :
v | Modeling's "separability_matrix” does not compute separability correctly for
astropy E Lnested CompoundModels. Consider the following model:
__ modeling | | core.py | fitting.py E (b) Integration with Procedural Frameworks

coordinates | earth. [ i search term mmsesemeseeacaaeeiaaaan . Lo a g
- - By HIF 9 ¢ identfication ; search_repograph : localization B cor'e modLiles
" confest.py logger.py H r D : (separability matrix) ; =P "Model”

- —-— . P B Sestssssswrannnnnnnnnnnmnn®

A% L U . s ,eTTTASssssssssssarassene
[ : edition )

. N\ : m , o correct : search O ~voph: Qf’
(/) Code snippet I — ¥ generated patch ¢= ' (Model)

perform in each step of procedural framework

add to action space for agent decision-making

...........................

Zﬂf Node information : 59‘“"“““"'“2?? o @Agont

/

“separability_matrix" search_repograph(param) S
—\- 4 search_dir{param) .AJ

(c) Integration with Agent Frameworks

. .
mput = self._validate_input_units{) LR sk e e ¢
FHRAS e e name: Model H .‘ Planning === / ¢ \ Observation ==
,,,,,, fname: /astropy/modeling/core.py | | & 9 | tname: Model. fname: /
4 P . > g ' 2 ‘ g o &
 def hide_inverse...): ..... P kind: def 1| Use search repograph to &Acﬂon T astropy/modeling/core.py,
. category: class | find the dependencies for kind: def, category: class
i reference node - invokes {5 class line: 523 . e . '
methods: prepare_inputs,... '
©) definition node — contains &% function itk & :
:
,
.

(a) RepoGraph Construction

Figure 2: An in-depth illustration of (a) the construction, (b) the integration with procedural frame-
works, and (c) the integration with agent frameworks of REPOGRAPH. Given a code repository,
we first utilize AST to construct G = {V, £}, where G consists of “reference” and “definition”
node, & includes “invoke” and “contain’ relations (files and code lines shown in corresponding
color). The constructed REPOGRAPH are then used in procedural frameworks by adding sub-
retrieval results into each step, and agent frameworks by adding graph retrieval as an additional
action “‘search_repograph”. A simplified version can be found in Figure 10.

Graph construction
comprises of three steps:
[step 1] - code line parsing
using static analysis tools;
[step 2] - project-dependent
relation filtering; and [step
3] - graph organization
Utility includes integration
with procedural and agent
frameworks, making
RepoGraph versatile
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RepoGraph: Experiments and Analyses

Table 2: Results of REPOGRAPH with open-source baselines in two research lines, including pro-

cedural and agent frameworks. Numbers of accuracy-related metrics are directly taken from the e The context included by RepoGraph is comprehensive.
leaderboard, while the cost-related ones are computed from the corresponding trajectories’. o Node and edges grow exponentially when k increases. Flattening
Metliods . Accuracy Avg. Cost the graph increases the tokens. Trade-off of token context
resolve  #samples patch apply | § cost  # tokens comprehensiveness and the ability of LLMs to deal with it.
Procedural frameworks
RAG GPT-4 2.67 8 29.33 S0.13 11,736 Table 4: The number of nodes, edges, and tokens of REPOGRAPH and its variants. For different
4 +Rflm(‘“”[ ggj 5:; f_:"ﬁ Igj“ 413; T:_f"u gg_ﬁ j,;j;: retrieval and integration variants, we report the average number on the test set. “summ.” refers to
gentiess =) A o Fa .l o L [ . e [P x o R -
i GPT-d0 | 29671234 9917 98.001067 | $0.30 47323 the summarized version by LLMs of the retrieved ego-graph.
Agent framewarks Metrics | REPOGRAPH | 1-hop + flatten  1-hop + summ.  2-hop + flatten  2-hop + summ,
AutoCodeRover GPT-4 19.00 57 83.00 | S0.45 38,663 # Nodes 14193 116 11.6 o453 4.3
+REPOGRAPH GPT-4 | 21331233 6417 86671367 | S0.58 45,112 § e 26992.1 210 7S 05083 Srea
SWE-agent GPT-40 18.33 55 87.00 $2.53 498346 tokens ) . S : R cevs
+REPOGRAPH GFT-40 | 20331200 6116 0.33r333 | 5269 518,792 resolve rate | - 20.67 28.33 2600 2867
e RepoGraph brings consistent performance gain for all combinations of
frameworks and LLM model bases. "I_"ahlc: 3_: Percentage rE}I" pmhlctm for accurate edition localiza-
e Performance gain brought by RepoGraph is slightly larger on procedural tions with sespest to dlle, function, and lne levels. All the num- i
: c tlf tg y Rep P shtlylarg P bers are computed from the corresponding generated patches. « Recall improves
rameworks tnan agent ones. at all
o Performance gain brought by RepoGraph does not rely on more costs. Methods LLM | file  function line granularities;
RAG GPT-4 47.3 233 12.7 the
Table 5: Results on the subset of CrossCodeE- "'R'EF“.C?“”‘”' "?’PT':‘ 517144 25.3120 14'31: b . t
val with GPT-4o0 and Deepseek-Coder-V2-Lite- :"\EL"'.'L 88 GPT-4o 4ﬁif-:1’ 45‘3'-” \ 34",, |mp_r0Vemen
IHSITLJL'I as [hL‘ buckhﬂnc LLMs. ) +REPOGRAPH GPT—q'D T S 156 5 .-':l 13.0 . ﬁ-.?'i‘-.-l at flner
¢ RepoGraph brmgs Agent frameworks laritv i
Methods Code Match  Mdeatifier Mitch significant benefit to open- granularity is
EM ES | EM Fl AutoCodeRover GPT-4 62.3 42.3 29.0 lativel
source LLMs, on traditional . " refatively
Deepseek-Coder 10.2 573 | 16.6 29.1 ’ +REPOGRAPH GPT-4 | 69.0147 457134 317127 smaller
sREPOGRAPH  19.7  67.8 | 203 589 coding tasks. SWE-agent GPT-4o 61.7 46.3 323 )
GPT-do 0.5 596 | 16.8 479 +REPOGRAPH GPT-do | 673156 493130 350127

+REPOGRAPH 287 6RO | 36.0 613
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Outline

2 Why a Retrieval and Graph Structuring Approach for LLM Applications?

a Taxonomy-Guided, Semantics-Based Retrieval

2 Knowledge Graph Structuring for Intelligent Retrieval and Augmentation

a Retrieval and Structure-Augmented Generation for LLM Applications

\
3 Conclusion



Conclusions

a Theme-specific LLM will enhance the power of LLM for scientific exploration
O RAS (Retrieval and Structuring) will integrate external knowledge and unleash the power of LLM

Q Integrating knowledge graphs and powerful LLMs may drive groundbreaking scientific progress
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