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Large Language Models (LLMs)
❑ LLMs have demonstrated their strong text encoding/decoding ability.

❑ LLMs have shown newly found emergent ability (e.g., reasoning).
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RAG support various applications

● Large language models often struggle with factual inaccuracies and produce hallucinated content when faced 
with knowledge-intensive questions.

● Retrieval Augmented Generation (RAG) incorporates information retrieved from an external knowledge 
sources into the context to provide up-to-date information and specify obscure facts.

Image from: https://cloud.google.com/use-cases/retrieval-augmented-generation 

https://cloud.google.com/use-cases/retrieval-augmented-generation
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Challenges in RAG

● In the RAG pipeline, LLMs can be easily distracted 
by the irrelevant retrieved information.

● Traditional RAG methods rely on prompting, 
without fundamental LLM improvement for search.

● The retrieval is always not perfect.

● Supervised finetuning (SFT) for RAG needs labeled 
trajectories and is hard to scale.
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General LLMs Fails in complex long-context RAG scenarios

Insights
1) The effectiveness of increasing retrieved context size in RAG depends on the strength of the retriever. 
2) With a strong retriever, performance exhibits an “inverted-U pattern”, while a weak retriever shows more consistent, albeit 

potentially limited, improvement. 
3) This suggests that factors beyond simply the amount of retrieved information are at play.

Jin, et al. Long-Context LLMs Meet RAG: Overcoming Challenges for Long Inputs in RAG. ICLR’25.
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Insights
• Influence of irrelevant passages: The discrepancy between retrieval recall and RAG accuracy underscores the detrimental effect of 

irrelevant retrieved passages ("hard negatives") on the LLMs’ performance.
• Limitations of precision as a metric: The contrasting performance trends observed with e5 and BM25, despite the former’s higher 

precision, reveal that precision alone is an inadequate measure of retrieval quality in this context, when the end-to-end 
performance is considered.

Irrelevant information can mislead LLMs in RAG

Jin, et al. Long-Context LLMs Meet RAG: Overcoming Challenges for Long Inputs in RAG. ICLR’25.
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Negative hardness correlates with retriever strength

Observations
• Sensitivity to hard negatives: Across all LLMs, increasing the number of hard negative passages generally leads to a decline in RAG 

answer accuracy.
• Retriever strength and hard negative difficulty: The strength of the retriever directly correlates with the difficulty of the retrieved 

hard negatives. LLMs struggle more with hard negatives from stronger retrievers.
• Distinguishing random and hard negatives: While Gemini-1.5-Pro demonstrates robustness to random negatives, it remains 

susceptible to the influence of hard negatives.

Jin, et al. Long-Context LLMs Meet RAG: Overcoming Challenges for Long Inputs in RAG. ICLR’25.
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Simple and effective training-free RAG improvement

Retrieval reordering

• ”Lost-in-the-middle”: LLMs exhibit a tendency to prioritize information presented at the beginning and end of an input sequence,  
while paying less attention to the middle.

• Retrieval reordering leverages the inherent "lost-in-the-middle" phenomenon observed in LLMs to mitigate the negative effects of 
hard negatives.

Given a query 𝑞 and a set of retrieved passages 𝑑1, 𝑑2, ..., 𝑑𝑘 with decreasing relevance scores:

Jin, et al. Long-Context LLMs Meet RAG: Overcoming Challenges for Long Inputs in RAG. ICLR’25.
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Improving Robustness for RAG via Data-Augmented Fine-Tuning

Implicitly improving LLM for RAG through fine-tuning

Finetune the LLM to obtain knowledge

Finetune the long context LLM to be robust to hard negatives

Question LLM Answer

Question LLM AnswerRetrieved documents

Retriever + corpora

…+
Relevant

Hard negative

Vanilla LLM finetuning



12

Improving Robustness for RAG via Data-Augmented Fine-Tuning

Enhancing relevance identification through reasoning augmentation

Finetune the long context LLM to reason to identify hard negatives

Question LLM AnswerRetrieved documents

Retriever + corpora

…+

Relevant

Hard negative

Reasoning

Jin, et al. Long-Context LLMs Meet RAG: Overcoming Challenges for Long Inputs in RAG. ICLR’25.
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Improving Robustness for RAG via Data-Augmented Fine-Tuning

Implicitly improving LLM robustness through fine-tuning

Enhancing relevance identification through reasoning augmentation

Jin, et al. Long-Context LLMs Meet RAG: Overcoming Challenges for Long Inputs in RAG. ICLR’25.
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❑ It is an efficient, scalable reinforcement learning (RL) training framework which can 

teach LLMs to reason and call search engines in an interleaved fashion.

❑ We show that deepseek-R1 (zero) style RL training can be extended and let the LLM 

learn to call a search engine and do reasoning simultaneously.

15

Evolving from RAG Pipelines to Search-Enabled Agents: Search-R1

Jin, et al. Search-R1: Training LLMs to Reason and Leverage Search Engines with Reinforcement Learning. arxiv’25.
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❑ Traditional RAG is adopted as an inference time strategy and usually focus on single turn 

retrieval based on the input question.

❑ Search-R1 improves LLM for search with RL training and enables multi-turn agentic 

interaction with the search engine.

16

Evolving from RAG Pipelines to Search-Enabled Agents: Search-R1

𝑞

LLM

Search 
Engine

𝑎

𝑞 LLM

Search 
Engine

𝑎

<query> q </query>
<info> I </info>
<answer> a <answer>

<reason> 𝑟1 </reason>
<search> 𝑞1 </search>
<info> 𝐼1 </info>
…
<reason> 𝑟𝑡  </reason>
<answer> a <answer>
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❑ Reinforcement Learning with a Search Engine

17

Evolving from RAG Pipelines to Search-Enabled Agents: Search-R1

Jin, et al. Search-R1: Training LLMs to Reason and Leverage Search Engines with Reinforcement Learning. arxiv’25.
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Main Results

❑ Search-R1 consistently outperforms 

strong baseline methods.

❑ Search-R1 surpasses RL-based 

training for LLM reasoning without 

retrieval (R1).
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Experiments

Jin, et al. Search-R1: Training LLMs to Reason and Leverage Search Engines with Reinforcement Learning. arxiv’25.
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❑ SEARCH-R1 conduct multi-

step reasoning, search, with 

self-verification and finally 

answer the question.

❑ Interleaved Reasoning and 

Retrieval Enhances Problem 

Analysis.

❑ Self-Verification though 

Iterative Retrieval.

19

Case studies

Jin, et al. Search-R1: Training LLMs to Reason and Leverage Search Engines with Reinforcement Learning. arxiv’25.
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Code X Paper Data / Model Logs

Search-R1 Resources



21

Outline

❑ Improving LLMs for search-augmented scenarios

❑ From General-Purpose Models to RAG-Optimized LLMs

❑ Beyond RAG Pipelines: Towards Search-Enabled LLM Agents

❑ Improving LLMs for graph-augmented scenarios

❑ Pretrained LLM Retrievers for Graph-Augmented Search

❑ Reasoning over Graph-Structured Knowledge with LLMs



22

Graphs
❑ Graph data is ubiquitous in real world.

Social GraphsAcademic GraphsMolecule GraphsTraffic Graphs Protein Graphs

“Benzene is toxic”

“Water is less toxic”O
H

H“Myoglobin holds 
oxygen in muscles.”
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E

K

L
VH
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Why LLM on Graphs?
❑ In real world, text and graph usually appears simultaneously.

❑ Text data are associated with rich structure information in the form of graphs.

❑ Graph data are captioned with rich textual information.

Molecule GraphsProtein Graphs

“Benzene is toxic”

“Water is less toxic”O
H

H
“Myoglobin holds 
oxygen in muscles.”

T P E
E

K

L
VH

Academic Network

paper 
corpus

author

venue

paper Social Media Network

blog 
corpus

POI 
corpus`

tag

user

blog
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Survey

❑ A survey paper of LLM & graphs ❑ A resource repo of LLM & graphs

paper repo

Jin, et al. Large Language Model on Graphs: A Comprehensive Survey. TKDE. 2024.
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Representation learning on text-attributed graphs

❑ Given a text-attributed network, people are interested in various tasks.

❑ Node classification, link prediction, and node clustering.

❑ Learn representations for nodes/edges which can be utilized in various tasks.

❑ Textual information & structure information

Model Embeddings

Clustering

Classification

Link prediction

𝑋
f(𝑥)

𝑍
𝑔(𝑧)

𝑅

f(𝑥) 𝑍
𝑔(𝑧)

𝑅
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Graph-Empowered LLM: Edgeformers
❑ Text-aware node representation learning (Edgeformer-N)

❑ Aggregate edge representations

❑ Enhance edge representations with node’s local network structure

Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. ICLR’23.



28

Graph-Empowered LLM: Edgeformers

❑ Edge classification ❑ Link prediction

❑ Node classification

Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. ICLR’23.
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Graph-Empowered LLM: Heterformer

❑ Overall framework

❑ Heterformer: a graph-empowered Transformer.

❑ Unifying text semantic encoding and network signal capturing.

Transformer Layer

Transformer Layer

AGG AGG

Textless Node

Text-rich Node

Center Node Embedding

AGG

Transformer Layer

AGG

…

Transformer Layer

Transformer Layer

Heterformer is a network-empowered Transformer.

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Graph-Empowered LLM: Heterformer
❑ Link prediction ❑ Node classification

❑ Node clustering
❑ Embedding visualization

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Why do we need language model pretraining on network?

❑ Given a text-rich network, people are interested in various downstream tasks

❑ Document/node classification, document retrieval and link prediction

❑ Text-attributed network contains rich unsupervised semantic information

❑ Alleviate human labeling burden for downstream tasks

G-Adapted
PLM

PLM

Retrieval

Reranking

Link prediction

Pretraining on a Text-attributed Network G Finetuning on downstream tasks

Classification

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Language Model Pretraining: Patton

❑ Pretraining strategy 1: Network-contextualized masked language modeling

❑ In node MLM -> Network contextualized MLM

❑ Use both in-node text context and neighbor node context to conduct masked token prediction

❑ Facilitate the LM to understand both in-node token correlation and network-contextualized text semantic 

relatedness

On the [mask] 

and risks of …

?

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.

❑ Pretraining strategy 2: Masked Node Prediction

❑ We dynamically hold out a subset of nodes from the network (𝑀𝑣 ⊆ 𝑉), mask them, and 

train the LM to predict the masked nodes based on the adjacent network structure.

❑ LM will absorb document semantic hints hidden inside the network structure. ?
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Language Model Pretraining: Patton

❑ Retrieval ❑ Classification

❑ Link prediction ❑ How pretraining help the model?

❑ Finetune data size study

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Augment LLM by reasoning on Graphs

❑ Retrieval-augmented generation (RAG)

❑ Motivation

❑ LLMs suffer from hallucination

❑ External corpus can provide knowledge to mitigate hallucination

❑ Pipeline

❑ Retriever: fetch knowledge from corpus

❑ LLM: inference

What if the text units in 
the corpora is linked?

Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL’24.
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Augment LLM by reasoning on Graphs

❑ Motivation

❑ This motivates us to explore the problem of augmenting LLMs with external graphs.

36
Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL’24.
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Augment LLM by reasoning on Graphs

❑ Can RAG be directly adopted for LLMs on graphs?

❑ Structure context:

❑ Retrieval augmentation can find individual nodes/texts from the graphs.

❑ However, knowledge on the graph also lies in the structure which cannot be captured by single nodes.

❑ Graph size explosion:

❑ It is feasible to convert local subgraph structure into text descriptions as the input contexts to LLMs.

❑ However, the size of the local subgraph increases exponentially as the hop number increases.

❑ It will result in an excessively long context sequence and cause LLM to be lost in the middle.

37
Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL’24.
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Augment LLM by reasoning on Graphs
❑ Graph Chain-of-Thought

❑ Iteratively traverse on graph & reasoning with LLM

Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL’24.
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Experiments

39

❑ Overall performance

❑ Graph-CoT outperforms all the baselines consistently and significantly.

❑ Base LLMs are exhibiting fairly poor performance, typically because the LLMs may not contain the knowledge needed to 

answer those questions.

❑ Graph RAG LLMs outperform text RAG LLMs in most cases since the former can provide more structure-aware 

context.

Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL’24.
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