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Outline

q Why Mining Graphs with Large Language Models?

q Three Main Scenarios

q Mining Pure Graphs with Large Language Models

q Mining Text-Attributed Graphs with Large Language Models

q Mining Text-Paired Graphs with Large Language Models
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Graphs
q Graph data is ubiquitous in real world.
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Large Language Models (LLMs)
q LLMs have demonstrated their strong text encoding/decoding ability.

q LLMs have shown newly found emergent ability (e.g., reasoning).
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Why LLM on Graphs?
q In real world, text and graph usually appears simultaneously.
q Text data are associated with rich structure information in the form of graphs.

q Graph data are captioned with rich textual information.
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Why LLM on Graphs?
q Although LLMs have shown their pure text-based reasoning ability, it is underexplored 

whether such ability can be generalized to graph scenarios (i.e., graph-based 
reasoning)
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Graphs
q Three main scenarios
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Pure Graphs Text-Attributed GraphsText-Paired Graphs

Jin, et al. Large Language Model on Graphs: A Comprehensive Survey. Arxiv. 2023.12.
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Outline

q Why Mining Graphs with Large Language Models?

q Mining Pure Graphs with Large Language Models

q Direct answering: NLGraph (NeurIPs’23)

q Heuristic reasoning: Think-on-Graph (ICLR’24)

q Mining Text-Attributed Graphs with Large Language Models

q Mining Text-Paired Graphs with Large Language Models
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NLGraph
q A comprehensive benchmark to test if LLMs on directly solve graph tasks.

Wang, et al. Can Language Models Solve Graph Problems in Natural Language? NeurIPs 2023.
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NLGraph
q LLMs have preliminary graph reasoning ability.

q LLMs are (un)surprisingly brittle.
q LLMs indeed rely on spurious correlations in problem settings.

Wang, et al. Can Language Models Solve Graph Problems in Natural Language? NeurIPs 2023.
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Think-on-Graph
q Encourage LLMs to reason on graphs

Sun, et al. Think-on-Graph: Deep and Responsible Reasoning of Large Language Model on Knowledge Graph. ICLR 2024.
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Outline
q Why Mining Graphs with Large Language Models?

q Mining Pure Graphs with Large Language Models

q Mining Text-Attributed Graphs with Large Language Models
q Model architecture – representation learning

q Language Model Pretraining

q Augment LLM with Graph

q Mining Text-Paired Graphs with Large Language Models
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Text-attributed Graph
q A graph where nodes/edges are associated with rich text information.
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MAPLE Benchmark
q A graph where nodes/edges are associated with rich text information.

Academic Network

paper 
corpus

author
venue

paper

Zhang, et al. The Effect of Metadata on Scientific Literature Tagging: A Cross-Field Cross-Model Study. WWW 2023.
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Outline
q Why Mining Graphs with Large Language Models?

q Mining Pure Graphs with Large Language Models

q Mining Text-Attributed Graphs with Large Language Models
q Model architecture – representation learning

q LLM-only: MICoL (WWW’22), METAG (arxiv’24)

q GNN-cascaded LLM: GLEM (ICLR’23)

q Graph-empowered LLM: GraphFormers (NeurIPs’21), Heterformer (KDD’23), Edgeformers (ICLR’23)

q Language Model Pretraining

q Augment LLM with Graph

q Mining Text-Paired Graphs with Large Language Models
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Representation learning on text-attributed graphs

q Given a text-attributed network, people are interested in various tasks.
q Node classification, link prediction, and node clustering.

q E.g., academic network
q Automatically classify each paper.

q Find the authors of a new paper.

q Provide paper recommendation.

Paper classification

Author disambiguation

Link prediction

Paper recommendation

paper 
corpus

author
(textless)

venue
(textless)

paper
(text-rich)
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Representation learning on text-attributed graphs

q Given a text-attributed network, people are interested in various tasks.
q Node classification, link prediction, and node clustering.

q Learn representations for nodes/edges which can be utilized in various tasks.
q Textual information & structure information

Model Embeddings

Clustering

Classification

Link prediction
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Model Architecture

q LLM-only 
q Finetune LLM with signal from graphs.
q For example, MICoL (meta-path indictive), METAG (multiplex neighbors).

q GNN-cascaded LLM
q LLM text encoding -> GNN graph encoding.
q For example, TextGNN, GLEM.

q Graph-empowered LLM
q Joint model for text & graph encoding.
q For example, GraphFormers, Edgeformers, Heterformer.

Transformer Layer

Center Node Embedding

GNNs

Deep Language Model

…
Transformer Layer

Transformer Layer

GNN-cascaded LLM

Center Node Embedding

AGG

Transformer Layer

AGG

…

Transformer Layer

Transformer Layer

Graph-Empowered LLM
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LLM-only: MICoL

q Observation
q Although hard to know “what is what”, network can provide signals on “what is similar to what”

q E.g., papers written by the same author can share similar fine-grained topics

q E.g., papers published in the same venue can share similar coarse-grained topics

q Meta-path
q A meta-path is a path       defined on the graph                       , and is denoted in the form of            

                                          where               are node types and                   are edge types. 

q Meta-graph
q A meta-graph is a directed acyclic graph (DAG)         defined on . It has single source

node       and a single target node          . 

Zhang, et al. Metadata-Induced Contrastive Learning for Zero-Shot Multi-Label Text Classification. WWW 2022.
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q Two papers connected via a certain meta-path/meta-graph should be more similar than two 
randomly selected papers.

LLM-only: MICoL

Bi-Encoder
Should be larger Should be smaller

Cross-Encoder
Should be larger Should be smaller

Zhang, et al. Metadata-Induced Contrastive Learning for Zero-Shot Multi-Label Text Classification. WWW 2022.
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LLM-only: METAG

q Texts in the real world are often interconnected by multiple types of semantic relations
q “same-venue” relations edges between papers -> sharing coarse-grained topics

q “cited-by” relations edges between papers -> sharing fine-grained topics

Multiplex Text-Attributed Graph

Citation graph Co-authorship graph Co-venue graph

Jin, et al. Learning Multiplex Representations on Text-Attributed Graphs with one Language Model Encoder. Arxiv 2023.
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LLM-only: METAG

q Existing PLM-based methods: learn a single vector for each text unit
q Assumption: the semantics of different relations between text units are largely analogous

q This assumption does not hold for multiplex text-attributed graphs
q Semantic distribution shift exists across different relations

Data distribution shift Model performance shift
Jin, et al. Learning Multiplex Representations on Text-Attributed Graphs with one Language Model Encoder. Arxiv 2023.
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LLM-only: METAG

q Framework overview

Jin, et al. Learning Multiplex Representations on Text-Attributed Graphs with one Language Model Encoder. Arxiv 2023.
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LLM-only: METAG

q Multiplex representation learning q Embedding visualization

Jin, et al. Learning Multiplex Representations on Text-Attributed Graphs with one Language Model Encoder. Arxiv 2023.
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GNN-cascaded LLM: TextGNN

q LLM (text encoding) -> GNN (graph aggregation)
q LLM & GNN are optimized simultaneously

Zhu, et al. TextGNN: Improving Text Encoder via Graph Neural Network in Sponsored Search. WWW 2021.
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GNN-cascaded LLM: GLEM

q Iteratively optimize LLM & GNN

Zhao, et al. Learning on Large-scale Text-attributed Graphs via Variational Inference. ICLR 2023.
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Graph-Empowered LLM: GraphFormers

q Learning on homogeneous text-attributed graphs.
q Nodes are associated with textual information.
q There is only one type of node and edge.

q Put GNNs in between Transformer layers

Yang, et al. GraphFormers: GNN-nested Transformers for Representation Learning on Textual Graph. NeurIPs’21.
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Graph-Empowered LLM: GraphFormers

q Link prediction

q Online A/B test

Yang, et al. GraphFormers: GNN-nested Transformers for Representation Learning on Textual Graph. NeurIPs’21.
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Graph-Empowered LLM: Edgeformers

q Learning on textual-edge graphs.
q E.g., user-review-item network, social network

q Link prediction, edge classification, node classification, etc.

Social NetworkE-commerce Network

Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. ICLR’23.
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Graph-Empowered LLM: Edgeformers

q Edge representation learning (Edgeformer-E)
q Network-aware edge encoding with virtual node tokens.

Transformers
Edgeformer-E

Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. ICLR’23.
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Graph-Empowered LLM: Edgeformers
q Text-aware node representation learning (Edgeformer-N)
q Aggregate edge representations

q Enhance edge representations with node’s local network structure

Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. ICLR’23.
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Graph-Empowered LLM: Edgeformers

q Edge classification q Link prediction

q Node classification

Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. ICLR’23.
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Graph-Empowered LLM: Heterformer

q Learning on heterogeneous text-attributed graphs.
q Text-attributed.

q Heterogeneous: presence or absence of text & diversity of types.

q E.g., Academic Networks, Social Media Networks

Academic Network

paper 
corpus

author
(textless)
venue
(textless)

paper
(text-rich)

Social Media Network

blog 
corpus

POI 
corpus`

tag
(textless)
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(textless)

blog
(text-rich)

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Graph-Empowered LLM: Heterformer

q Overall framework
q Heterformer: a graph-empowered Transformer.

q Unifying text semantic encoding and network signal capturing.

Transformer Layer

Transformer Layer

AGG AGG

Textless Node

Text-rich Node

Center Node Embedding

AGG

Transformer Layer

AGG

…

Transformer Layer

Transformer Layer

Heterformer is a network-empowered Transformer.

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Graph-Empowered LLM: Heterformer
q Text-Rich Node Encoding
q Network-aware node text encoding with virtual neighbor tokens.

q Multi-head attention-based heterogeneous neighbor aggregation.

Transformers Heterformer

Ego-Graph

Text-rich Neighbor 
Aggregation

Textless Neighbor 
Aggregation

Text-rich Neighbor 
Aggregation

Textless Neighbor 
Aggregation

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Graph-Empowered LLM: Heterformer
q Textless Node Encoding
q Node type heterogeneity-based representation

q Textless node embedding warm up

q A great number of textless nodes will introduce a great number of randomly initialized parameters 
into the model -> underfitting.

q Warm up to give textless node embeddings good initializations.

Node type heterogeneity

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Graph-Empowered LLM: Heterformer
q Link prediction q Node classification

q Node clustering
q Embedding visualization

Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich Networks. KDD’23.
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Outline
q Why Mining Graphs with Large Language Models?

q Mining Pure Graphs with Large Language Models

q Mining Text-Attributed Graphs with Large Language Models
q Model architecture – representation learning

q Language Model Pretraining: Patton (ACL’23)

q Augment LLM with Graph

q Mining Text-Paired Graphs with Large Language Models
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Why do we need language model pretraining on network?

q Given a text-rich network, people are interested in various downstream tasks
q Document/node classification, document retrieval and link prediction

q Text-rich network contains rich unsupervised semantic information
q Alleviate human labeling burden for downstream tasks

G-Adapted
PLM

PLM

Retrieval

Reranking

Link prediction

Pretraining on a Text-rich Network G Finetuning on downstream tasks

Classification

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Language Model Pretraining: Patton

q How to design pretraining strategies to help LMs extract unsupervised semantic 
information from the network?

q Motivation 1: On token-level, documents can help facilitate the understanding of tokens.

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Language Model Pretraining: Patton

q How to design pretraining strategies to help LMs extract unsupervised semantic 
information from the network?

q Motivation 2: On document-level, the two connected nodes can have quite related 
overall textual semantics.

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Language Model Pretraining: Patton

q Pretraining strategy 1: Network-contextualized masked language modeling
q Original masked language modeling

q BERT, domain adaptation

q The semantics of each token can be reflected by its contexts.

q Ours

q In node MLM -> Network contextualized MLM

q Use both in-node text context and neighbor node context to conduct masked token prediction

q Facilitate the LM to understand both in-node token correlation and network-contextualized text semantic 
relatedness On the [mask] 

and risks of …
?

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Language Model Pretraining: Patton

q Pretraining strategy 2: Masked Node Prediction
q We dynamically hold out a subset of nodes from the network (𝑀! ⊆ 𝑉), mask them, and 

train the LM to predict the masked nodes based on the adjacent network structure.

q LM will absorb document semantic hints hidden inside the network structure.

q Directly optimizing masked node prediction is computationally expensive

q Representations for all candidates/neighboring nodes

q We prove that masked node prediction can be theoretically transferred to a 
computationally cheaper pairwise link prediction task.

?

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Language Model Pretraining: Patton

q Retrieval q Classification

q Link prediction q How pretraining help the model?
q Finetune data size study

Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
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Outline
q Why Mining Graphs with Large Language Models?

q Mining Pure Graphs with Large Language Models

q Mining Text-Attributed Graphs with Large Language Models
q Model architecture – representation learning

q Language Model Pretraining

q Augment LLM with Graph: Graph CoT (arxiv’24)

q Mining Text-Paired Graphs with Large Language Models
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Augment LLM with Graph

q Retrieval-augmented generation (RAG)
q Motivation
q LLMs suffer from hallucination
q External corpus can provide knowledge to mitigate hallucination

q Pipeline
q Retriever: fetch knowledge from corpus
q LLM: inference

What if the text units in 
the corpora is linked?

Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. Arxiv’24.
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Augment LLM with Graph: Graph CoT

q Graph Chain-of-Thought
q Iteratively traverse on graph & reasoning with LLM

Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. Arxiv’24.
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Outline

q Why Mining Graphs with Large Language Models?

q Mining Pure Graphs with Large Language Models

q Mining Text-Attributed Graphs with Large Language Models

q Mining Text-Paired Graphs with Large Language Models
q MolT5 (EMNLP’22)
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MolT5

q A pretrained molecular language model

Molecule GraphsProtein Graphs

“Benzene is toxic”

“Water is less toxic”O
H

H“Myoglobin holds 
oxygen in muscles.”

T P E
EK

L
VH

Carl, et al. Translation between Molecules and Natural Language. EMNLP’22.
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Summary

q A survey paper of LLM & graphs q A resource repo of LLM & graphs

paper repo

Jin, et al. Large Language Model on Graphs: A Comprehensive Survey. Arxiv. 2023.12.



51

References 
q Jin, et al. Large Language Model on Graphs: A Comprehensive Survey. Arxiv. 2023.12.
q Wang, et al. Can Language Models Solve Graph Problems in Natural Language? NeurIPs 2023.
q Sun, et al. Think-on-Graph: Deep and Responsible Reasoning of Large Language Model on Knowledge Graph. 

ICLR 2024.
q Zhang, et al. The Effect of Metadata on Scientific Literature Tagging: A Cross-Field Cross-Model Study. WWW 

2023.
q Zhang, et al. Metadata-Induced Contrastive Learning for Zero-Shot Multi-Label Text Classification. WWW 2022.
q Jin, et al. Learning Multiplex Representations on Text-Attributed Graphs with one Language Model Encoder. 

Arxiv 2023.
q Zhu, et al. TextGNN: Improving Text Encoder via Graph Neural Network in Sponsored Search. WWW 2021.
q Zhao, et al. Learning on Large-scale Text-attributed Graphs via Variational Inference. ICLR 2023.



52

References 
q Yang, et al. GraphFormers: GNN-nested Transformers for Representation Learning on Textual Graph. NeurIPs’21.
q Jin, et al. Edgeformers: Graph-Empowered Transformers for Representation Learning on Textual-Edge Networks. 

ICLR’23.
q Jin, et al. Heterformer: Transformer-based Deep Node Representation Learning on Heterogeneous Text-Rich 

Networks. KDD’23.
q Jin, et al. Patton: Language Model Pretraining on Text-rich Networks. ACL’23.
q Jin, et al. Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. Arxiv’24.
q Carl, et al. Translation between Molecules and Natural Language. EMNLP’22.



Q&A


